
Thermodynamics and  
Energy Engineering

Edited by Petrică Vizureanu

Edited by Petrică Vizureanu

This book is a primary survey of basic thermodynamic concepts that will allow one to 
predict states of a fuel cell system, including potential, temperature, pressure, volume 
and moles. The specific topics explored include enthalpy, entropy, specific heat, Gibbs 
free energy, net output voltage irreversible losses in fuel cells and fuel cell efficiency. 
It contains twelve chapters organized into two sections on “Theoretical Models” and 

“Applications.” The specific topics explored include enthalpy, entropy, specific heat, Gibbs 
free energy, net output voltage irreversible losses in fuel cells and fuel cell efficiency.

Published in London, UK 

©  2020 IntechOpen 
©  FotoMak / iStock

ISBN 978-1-83880-568-5

Th
erm

odynam
ics and Energy Engineering





Thermodynamics and 
Energy Engineering

Edited by Petrică Vizureanu

Published in London, United Kingdom





Supporting open minds since 2005



Thermodynamics and Energy Engineering
http://dx.doi.org/10.5772/intechopen.79004
Edited by Petrică Vizureanu

Contributors
Murat Kunelbayev, Yedilkhan Amirgaliyev, Aliya Kalizhanova, Ainur Kozbakova, Salauat Daulbayev, 
Timur Merembayev, Didar Yedilkhan, Massimo Guarnieri, Piergiorgio Alotto, Federico Moro, Lindiwe 
Khotseng, Rabea Q. Nafil, Munaf S.Majeed, Jack Denur, Jonathan Deseure, Tianlong Deng, Samadiy 
Murodjon, Xiaoping Yu, Mingli Li, Ji Duo, Mugur Balan, Ancuta M Magurean, Octavian Pop, Adrian G 
Pocola, Alexandru Serban, Irina Petreanu, Mirela Dragan, Silviu Laurentiu Badea, Majdi Hazami, Farah 
Mehdaoui, AmenAllah Guizani, Hichem Tahouthi, Marco Noro, Renato Lazzarin, Paritosh C. Kulkarni

© The Editor(s) and the Author(s) 2020
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, 
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. 
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or 
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning 
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons 
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of 
the individual chapters, provided the original author(s) and source publication are appropriately 
acknowledged. If so indicated, certain images may not be included under the Creative Commons 
license. In such cases users will need to obtain permission from the license holder to reproduce 
the material. More details and guidelines concerning content reuse and adaptation can be found at 
http://www.intechopen.com/copyright-policy.html.

Notice
Statements and opinions expressed in the chapters are these of the individual contributors and not 
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of 
information contained in the published chapters. The publisher assumes no responsibility for any 
damage or injury to persons or property arising out of the use of any materials, instructions, methods 
or ideas contained in the book.

First published in London, United Kingdom, 2020 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, 
registration number: 11086078, 7th floor, 10 Lower Thames Street, London,  
EC3R 6AF, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Thermodynamics and Energy Engineering
Edited by Petrică Vizureanu
p. cm.
Print ISBN 978-1-83880-568-5
Online ISBN 978-1-83880-569-2
eBook (PDF) ISBN 978-1-83880-570-8



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

4,900+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

124,000+
International  authors and editors

140M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

BOOK
CITATION

INDEX

 

CL
AR

IVATE ANALYTICS

IN D E X E D





Meet the editor

Petrică Vizureanu was born on October 17, 1967, in Bârlad, Ro-
mania. He obtained an MSc and PhD in Heating Equipment from 
The “Gheorghe Asachi” Technical University from Iasi in 1992 
and 1999, respectively. Dr. Vizureanu is currently full Professor 
and Scientific Supervisor in Materials Engineering (since 2009) at 
the same university. His research interests include expert sys-
tems for heating system programming, computer assisted design 

for heating equipment, heating equipment for materials processing, heat transfer, 
biomaterials, and geopolymers. Dr. Vizureanu has published more than 140 papers in 
international journals and conferences (proceedings) and thirty-three books. 



Contents

Preface XI

Section 1
Theoretical Models 1

Chapter 1 3
Fuel Cell Thermodynamics
by Lindiwe Khotseng

Chapter 2 21
Distributed and Lumped Parameter Models for Fuel Cells
by Massimo Guarnieri, Piergiorgio Alotto and Federico Moro

Chapter 3 51
F-diagram Research Method for Double Circuit Solar System with
Thermosyphon Circulation
by Yedilkhan Amirgaliyev, Murat Kunelbayev, Aliya Kalizhanova,
Ainur Kozbakova, Salauat Daulbayev, Timur Merembayev
and Didar Yedilkhan

Chapter 4 65
Einstein’s Equation in Nuclear and Solar Energy
by Ancuta M. Magurean, Octavian G. Pop, Adrian G. Pocola, 
Alexandru Serban and Mugur C. Balan

Chapter 5 79
How to Build Simple Models of PEM Fuel Cells for Fast Computation
by Jonathan Deseure

Section 2
Applications 105

Chapter 6 107
Improving Heat-Engine Performance via High-Temperature Recharge
by Jack Denur

Chapter 7 129
Improving Heat-Engine Performance by Employing Multiple Heat 
Reservoirs
by Jack Denur



Contents

Preface XIII

Section 1
Theoretical Models 1

Chapter 1 3
Fuel Cell Thermodynamics
by Lindiwe Khotseng

Chapter 2 21
Distributed and Lumped Parameter Models for Fuel Cells
by Massimo Guarnieri, Piergiorgio Alotto and Federico Moro

Chapter 3 51
F-diagram Research Method for Double Circuit Solar System with
Thermosyphon Circulation
by Yedilkhan Amirgaliyev, Murat Kunelbayev, Aliya Kalizhanova,
Ainur Kozbakova, Salauat Daulbayev, Timur Merembayev
and Didar Yedilkhan

Chapter 4 65
Einstein’s Equation in Nuclear and Solar Energy
by Ancuta M. Magurean, Octavian G. Pop, Adrian G. Pocola, 
Alexandru Serban and Mugur C. Balan

Chapter 5 79
How to Build Simple Models of PEM Fuel Cells for Fast Computation
by Jonathan Deseure

Section 2
Applications 105

Chapter 6 107
Improving Heat-Engine Performance via High-Temperature Recharge
by Jack Denur

Chapter 7 129
Improving Heat-Engine Performance by Employing Multiple Heat 
Reservoirs
by Jack Denur



II

Chapter 8 147
Energy Storage in PCM Wall Used in Buildings’ Application:  
Opportunity and Perspective
by Majdi Hazami, Farah Mehdaoui, Hichem Taghouti, Marco Noro,  
Renato Lazzarin and AmenAllah Guizani

Chapter 9 169
Water Desalination Using PCM to Store Solar Energy
by Paritosh Kulkarni

Chapter 10 187
Lithium Recovery from Brines Including Seawater, Salt Lake Brine,  
Underground Water and Geothermal Water
by Samadiy Murodjon, Xiaoping Yu, Mingli Li, Ji Duo  
and Tianlong Deng

Chapter 11 227
Fuel Cells as a Source of Green Energy
by Rabea Q. Nafil and Munaf S. Majeed

Chapter 12 237
Fuel Cells: Alternative Energy Sources for Stationary, Mobile and  
Automotive Applications
by Irina Petreanu, Mirela Dragan and Silviu Laurentiu Badea

Preface

The theoretical approach of this book is to develop a primary survey of basic ther-
modynamic concepts, allowing one to predict states of a fuel cell system, including 
its potential, temperature, pressure, volume, and moles. The specific topics explored 
include enthalpy, entropy, specific heat, Gibbs free energy, net output voltage 
irreversible losses in fuel cells, and fuel cell efficiency. Thermodynamics is the study 
of energy change from one state to another. The predictions that can be made using 
thermodynamic equations are essential for understanding fuel cell performance, as 
a fuel cell is an electrochemical device that converts the chemical energy of a fuel 
and an oxidant gas (air) into electrical energy.

Any system producing energy obeys the laws of thermodynamics.  The amount of 
work/heat produced depends on thermodynamic values for reversible reactions, 
whereas for irreversible reactions overpotential is required to complete the work.

Herein is a review of modeling techniques for three types of fuel cells that are gaining 
industrial importance, namely, polymer electrolyte membrane (PEMFC), direct 
methanol (DMFC), and solid oxide (SOFC) fuel cells (FCs). The models presented 
are both multi-dimensional, suitable for investigating distributions, gradients, and 
inhomogeneities inside the cells, and zero-dimensional, which allows for fast analy-
ses of overall performance and can be easily interfaced with or embedded in other 
numerical tools. The thermal dependence is considered in all models. Some special 
numerical approaches for facing specific problems are also presented.

In addition, the book presents research on the F-diagram method for the solar 
system via a thermosyphon circulation-diagram method based on the correlation 
of a number of simulations and computed non-dimensional variables. Modeling 
conditions varies in corresponding ranges of thermosyphon with double circuit 
circulation of the solar system. By means of the F-diagram method, environmental 
monthly temperature values with correction index have been computed, showing 
that the monthly average daily heating degree and direct solar radiation decrease 
according to weather conditions.

Starting from the equation of Einstein, the next chapter proposes a simple and 
fundamental presentation of fission and fusion principles, together with some of 
their applications, including in nuclear reactors and nuclear propulsion vessels and 
submarines. Fission and fusion are chosen as the most important forms of nuclear 
energy directly related with the equation of Einstein.

Renewable energies, which are by nature variable, are subject to both daily and/
or seasonal intermittencies. Electrochemical devices have been successful in 
proving their applicability in terms of energy storage (power to gas). Controlling 
in real time, predicting the performance is the advantage that electrochemical 
generators can offer. 

Regarding how to build simple models of PEMFC for fast computation, Artificial 
Intelligence and mathematic tools can make smart grids smarter. The electrochemical 
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modeling can be coupled successfully with an AI approach if these models can be 
quickly computed with good numerical stability.

This book contains twelve chapters over two parts: “Theoretical Models” and 
“Applications.”

The second section of the book includes an overview and general considerations 
about improving heat-engine performance via high-temperature recharge. 
Moreover, it investigates the efficiencies of heat-engine operation employing 
various numbers of heat reservoirs. It discusses operation with the work output of 
the heat engines sequestered, as well as with it being totally frictionally dissipated. 
We consider mainly heat engines whose efficiencies depend on ratios of a higher 
and lower temperature or on simple functions of such ratios, but also provide brief 
comments concerning more general cases.

Opportunity and perspective of energy storage in Phase Change Material (PCM) 
wall used in buildings’ application are described further and the heat transfer 
phenomena and effect of it integrated inside a building on its indoor thermal 
comfort is investigated. A numerical investigation using specific software was 
also achieved to solve the energy and the exergy mathematic relations to evaluate 
the PCM wall performances by determining the melting phase proprieties during 
the charging and the discharging process. PCM is discussed as an application for 
water desalination to store solar energy. A possible solution to this problem is 
harnessing solar energy to engender thermal energy for solar distillation. Thus, 
solar distillation is one of the potential solutions to asses both the ever-increasing 
demands for clean water and for finding eco-friendly techniques to yield water. 
This analysis was undertaken to discover the possible utilization of PCM on solar 
distillation in a double slope solar still.

Another important subject covered in the book is lithium recovery from brines 
including seawater, salt lake brine, underground water, and geothermal water. This 
is very important due to the fact that the lithium market is expected to grow from 
184,000 TPA of lithium carbonate to 534,000 TPA by 2025. To ensure the grow-
ing consumption of lithium, it is necessary to increase the production of lithium 
from different resources. Natural lithium resources mainly associate within granite 
pegmatite type deposits, salt lake brines, seawater, and geothermal water. Among 
these, the reserves of lithium resource in salt lake brine, seawater, and geothermal 
water are 70%–80% of the total, and are excellent raw materials for lithium extrac-
tion. Compared to the minerals, the extraction of lithium from water resources is 
promising because this aqueous lithium recovery is more abundant, more environ-
mentally friendly, and cost-effective.

Last two chapters of the book examine fuel cells as alternative energy sources. Thus, 
they are expected to be a replacement for thermal engines and rechargeable batteries 
within the next few years as they are emission-free and not subject to Carnot restric-
tions. Fuel cells can be manufactured in different sizes depending on the amount 
of energy required. Herein, you will find a demonstration of the principle of work 
involved in fuel cells and their structural components as well as ideas to enhance 
output power.

Furthermore, the reader will find a classification and an overview of fuel cells, 
including working principles, equations of the governing reactions, and main 
applications. A brief exposure of thermodynamically and electrochemical theory 

V

describe the functioning of fuel cells. Also, the book details PEMFC assembly, 
starting with the schematic presentation of the main components, the role of each 
component, specific materials and their requested properties, and the way of 
assembling the components into the device. Conclusions are presented, challenges 
related to reliability and cost are addressed, and targets for future development of 
PEMFC for mobile and stationary applications are discussed.

In this volume, scientists will find information starting from a theoretical approach 
of fuel cells to their use as alternative energy sources for stationary, mobile, and 
automotive applications.

Petrică  Vizureanu
The “Gheorghe Asachi” Technical University Iaşi,

Romania
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Chapter 1

Fuel Cell Thermodynamics
Lindiwe Khotseng

Abstract

Thermodynamics is the study of energy change from one state to another.
The predictions that can be made using thermodynamic equations are essential for
understanding fuel cell performance, as a fuel cell is an electrochemical device that
converts the chemical energy of a fuel and an oxidant gas into electrical energy.
When a fuel cell is operating, some of the input is used to create electrical energy,
but another portion is converted into thermal energy, depending on the type of fuel
cell. Based on the first and second laws of thermodynamics, one can write down
thermodynamic potentials to specify how energy can be transferred from one form
to another. This chapter examines how electrical energy and thermal energy are
transferred in the hydrogen fuel cell system. It also defines how reversible fuel cell
voltages, which are the maximum fuel cell performances, are affected by departures
from the standard state. Basic thermodynamic concepts allow one to predict states
of the fuel cell system, including the potential, temperature, pressure, volume and
moles of a fuel cell. The specific topics explored in this chapter include enthalpy,
entropy, specific heat, Gibbs free energy, net output voltage irreversible losses in
fuel cells and fuel cell efficiency.

Keywords: enthalpy, entropy, Gibbs free energy, specific heat, fuel cell efficiency,
hydrogen fuel cell

1. Introduction

Fuel cells are electrochemical devices that convert chemical energy into work in
the form of electric energy and heat. Any system producing energy obeys the laws
of thermodynamics. The amount of work/heat produced depends on thermody-
namic values for reversible reactions, while for irreversible reactions overpotential
is required to complete the work. Hydrogen and oxygen are used to illustrate the
simplest case. A general thermodynamic analysis of hydrogen fuel cells of the
reversible work for the reversible reaction is performed. The concepts enthalpy,
specific heat, entropy and Gibbs free energy are related to the reacting systems in
fuel cells. Gibbs free energy is the thermodynamic potential that measures the
reversible work by a thermodynamic system at constant pressure and temperature.
Change in enthalpy and change in entropy are significant in particular to fuel cells;
they indicate spontaneity of the adsorption process and increased randomness of
adsorbate molecules on the solid surface, respectively. Specific heat is a measure of
the amount of heat energy required to increase the temperature of a substance by
1°C. The fuel cell performance is examined through the reversible voltage, and the
actual output voltage is after overpotential. The efficiency of a fuel cell is the useful
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energy output which is the electrical energy produced, and the energy input is the
enthalpy of hydrogen.

2. The thermodynamics of a fuel cell

A fuel cell, also known as a galvanic or voltaic cell, is a well-known example of a
device that works by changing chemical energy into electrical energy, which is
exhibited in terms of cell potential and electrical current output. The maximum
possible electrical energy output and the corresponding electrical potential differ-
ence between the cathode and anode are achieved when the fuel cell is operated
under thermodynamically reversible conditions, as shown in Figure 1, a fuel cell
system to which fuel and oxidant streams enter and product stream exits. Unfortu-
nately, it is inevitable that some of the energy will be dissipated as heat.

The overall electrochemical reactions occurring inside the fuel cell system
boundary are described as follows:

H2 fuelð Þ þ O2 oxidantð Þ ! WþQ þH2O productð Þ (1)

where W is the rate of electrical work done by the system and Q is the rate of
heat transferred into the system from the surroundings at constant pressure and
temperature.

Electrical work is, in general, described by the relation:

W ¼ EIΔt (2)

where E is the cell voltage and I is the current. In a fuel cell reaction, electrons
are transferred from the anode to the cathode, generating a current.

The amount of electricity (IΔt) transferred when the reaction occurs is given by
nF, where n is the number of electrons transferred and F is Faraday’s con-
stant = 96,493 coulombs. The electrical work can hence be calculated as:

W ¼ �nFEcell (3)

The Gibbs free energy is the maximum amount of work done on the system:

Wel ¼ ΔG (4)

ΔG ¼ �nFEcell (5)

Hence the maximum cell potential or the reversible cell potential becomes:

Erev ¼ �ΔG
nF

(6)

Figure 1.
Simple H2/O2 fuel cell diagram.
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where E° is also called the reversible voltage, because it is the maximum possible
voltage without any irreversible losses. This is the maximum possible voltage of an
electrochemical cell, since it is attained assuming a reversible process. If we are
looking at the redox reaction on a per-mole-of-fuel basis, the absolute Gibbs func-
tion is equivalent to the molar specific value. All fuel cell losses are associated with
deviation from this maximum. Since F and n are constants for a particular global
redox reaction, the functional dependence of the maximum possible voltage of an
electrochemical cell is related strictly to the dependencies of the Gibbs free energy,
namely, temperature and pressure of the reactants and products. If all the potential
chemical energy for a reaction went into electrical work and there was no heat
transfer, there would be no entropy change; dG = dH. In this case, we can show that:

Erev ¼ �ΔH
nF

(7)

For a generic reaction:
For a general reaction or process of A and B giving products C and D:

aAþ bB ! cCþ dD (8)

ΔGf ¼ ΔGo
f þ RT ln

aCcaDd

aAaaBb

� �
(9)

where a’s are the thermodynamic activity coefficients for the reacting species. To
convert to voltage, we can divide it by nF:

E T, Pð Þ ¼
Eo|{z}
I

�
RT
nF

ln
aCcaDd

aAaaBb

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
II

(10)

where I is the standard voltage evaluated at 1 atm pressure for all components
and II accounts for the thermodynamic activity dependence on the Nernst voltage.

i. For an ideal gas, a = Pi/P°, where Pi is the partial pressure of the species of
interest and P° is the reference pressure, 1 atm.

ii. For water vapour, the partial pressure of the vapour cannot exceed the
saturation pressure, Psat, which is a function of temperature. Thus, the
reference pressure is set to Psat, and a = Pv/Psat, which is the relative humidity,
RH. This can normally be considered to be 1.0 in the immediate molecular
region of the water-generating electrode. This is a reasonable assumption
because water generation is always at the catalyst surface and the activity of
water here is 1.0. Also, the reaction itself is not limited by the product water
concentration at this surface:

E T, Pð Þ ¼ Eo � RT
nF

ln
PC
Po

� �c PD
Po

� �d
PA
Po

� �a PB
Po

� �b
" #

(11)

where the partial pressures are evaluated at the particular electrode where the
reaction involving the species occurs. Using this expression, we can solve for the
expected maximum (Nernst) voltage for a given fuel cell reaction. Two important
points are as follows:
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Erev ¼ �ΔG
nF

(6)

Figure 1.
Simple H2/O2 fuel cell diagram.
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where E° is also called the reversible voltage, because it is the maximum possible
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i. The Nernst equation is a result of the equilibrium established at the electrode
surfaces. A particular gradient can exist between the concentration of a
species in the channel of a fuel cell and the electrode, especially under high-
current-density conditions, which cannot be considered a true
thermodynamic equilibrium situation anyway.

ii. Only species directly involved in the electrochemical reaction of Eq. (8) are
represented directly in the activity terms of Eq. (10). Species not participating
in the electrochemical charge transfer reaction only indirectly alter the
voltage through the species mole fractions of the participating species.

For the H2/O2 fuel cell potential, the open-circuit voltage is the maximum
operating voltage (when no current is flowing) and is determined by the chemical
thermodynamics of the overall cell reaction. The Nernst equation provides a rela-
tionship between the standard potential (Eo) for the cell reaction and the open-
circuit voltage, where it can be determined at the partial pressures of reactants and
products at temperature (T):

E T, Pð Þ ¼ Eo � RT
2F

ln

yH2OPcathode
Psat

� �

yH2Panode
Po

� �
yO2Pcathode

Po

� �1=2

2
64

3
75 (12)

To understand how the reversible voltage varies with temperature and pressure,
respectively, we have previously shown that the Gibbs free energy is related to the
reversible cell voltage by Eq. (5):

ΔG ¼ �nFEcell

At constant pressure, the above relationship produces a Maxwell relation that
links the change in open cell voltage with temperature T (a measurable quantity) to
the change in entropy S [1]:

∂E
∂T

� �

Q
¼ � ∂S

∂Q

� �

T
(13)

∂E
∂T

� �

P
¼ ΔS

nF
(14)

ΔS ¼ nF
∂E
∂T

� �

P
(15)

Erev ¼ Eo
rev þ ΔS

nF
T� Toð Þ (16)

At constant temperature, Eq. (5) produces an equation that links voltage with
pressure, p, to the change in volume:

∂E
∂P

� �

T
¼ � ∂v

nF
(17)

If the volume change of the reaction is negative (if fewer moles of gas are
generated by the reaction than consumed, for instance), then the cell voltage will
increase with increasing pressure.
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Usually, only gas species produce an appreciable volume change. Assuming that
the ideal gas law applies, we can write Eq. (17) as:

∂E
∂P

� �

T
¼ �ΔngRT

nFp
(18)

where Δng represents the change in the total number of moles of gas upon
reaction. Pressure, like temperature, turns out to have a minimal effect on revers-
ible voltage:

Erev ¼ Eo
rev � Δnð ÞRT

nF
ln P (19)

2.1 Enthalpy of reaction for a fuel cell

Enthalpy is the thermodynamic quantity that states the total heat content of the
system, which is the sum of all internal process in a closed system [2]. For homoge-
neous systems, enthalpy is solely based on the size of the system as it is an extensive
property. Enthalpy (H) is the sum of the internal energy of the system (U) and the
product of pressure (P) and volume (V) of the system. The change in enthalpy in a
system is equal to the heat gained or lost in the system:

H ¼ Uþ PV (20)

The enthalpy change (ΔH) for a reaction in a fuel cell indicates the full amount
of heat released by the reaction at a constant pressure; hence, enthalpy is simply
equal to the heat released:

H ¼ Qp (21)

At constant pressure and volume, the thermodynamic properties of the cell are
related to the behaviour of its potential and are defined from the Gibbs-Helmholtz
equation [3]:

ΔH ¼ ΔG� T
∂ΔG
∂T

� �

p
(22)

In accordance with Eq. (5), in terms of electrochemical processes, change in
enthalpy can be written as:

ΔH ¼ nF T
∂Ecell
T

� �
p� Ecell

� �
(23)

The overall reaction in Eq. (1) is the same as the reaction of hydrogen combus-
tion. Combustion is an exothermic process, which means that there is energy
released in the process [4, 5]:

H2 þ½ O2 ! H2O ΔH<0 (24)

From the table of enthalpies of formation (hof) and absolute entropies of forma-
tion (sof) obtained from the basic thermodynamic data (see Table 1), the heat of
formation of both liquid and vapour water can be calculated using the equation
above to form:
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of heat released by the reaction at a constant pressure; hence, enthalpy is simply
equal to the heat released:

H ¼ Qp (21)
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tion. Combustion is an exothermic process, which means that there is energy
released in the process [4, 5]:
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formation of both liquid and vapour water can be calculated using the equation
above to form:
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The heat (or enthalpy) of a chemical reaction is the difference between the heat
of formation of products and reactants. This means [6]:

ΔHf ¼
X

products�
X

reactants

¼ hfð ÞH2O � hfð ÞH2
þ 1=2 hfð ÞO2

h i
(25)

ΔHf, H2O(l) = HHV = �285.8 kJ/mol and ΔHf, H2O (g) = LHV = �241.8 kJ/mol.

The enthalpy of the hydrogen combustion reaction (Eq. (25)) is also called hydro-
gen’s heating value. The 285.83 kJ/mol is known as hydrogen’s higher heating value
(HHV), which means that 1 mol of hydrogen is fully combusted with½mol of oxygen
and cooled down to 25°C. If hydrogen is combusted with sufficient excess oxygen and
cooled down to 25°C, the value will become 241.82 kJ/mol, which is known as hydro-
gen’s lower heating value (LHV) [7]. The difference between the LHV and HHV of
44.01 kJ/mol is equal to the molar latent heat of water vaporisation at 25°C.

In the heating value for reactions involving water as a product, there is a choice
in the calculation of thermodynamic voltages between a high heating value (HHV)
and a low heating value (LHV), defined as follows for a given reaction:

• High heating value: It is assumed all the product water is in the liquid phase.

• Low heating value: It is assumed all the product water is in the gas phase.

Note that all calculations are based on HHV or LHV and do not necessarily
correspond to the actual physical state of the product water at the fuel cell electrode.
The terms HHV and LHV are used in combustion calculations as well, where the
product water is nearly always in the gas phase. The difference between the two
values is proportional to the latent heat of vaporisation of the liquid. The use of the
LHV (gas-phase vapour product) will result in a lower calculated thermal voltage,
since some energy is used for the latent heat of vaporisation of the liquid. In
practice, the LHV is completely appropriate for high-temperature fuel cells, but the
HHV is also commonly used. An important point regarding low-temperature fuel
cells that is often confusing is that the choice of HHV or LHV is arbitrary and 100°C
is not a point of demarcation between the two. Often 100°C is thought of as a
natural boundary between the HHV and LHV because it is the phase change tem-
perature of water at 1 atm pressure. The delineation between liquid and gas, how-
ever, is more complex and is related to the local vapour pressure and total pressure.

2.2 Entropy (S)

The concept of entropy is one of the thermodynamic parameters that are
important to the science of fuel cells to understand. Entropy is defined as the

ho
f (kJ/mol) sof (kJ/mol.K) ΔGo

f (kJ/mol)

Hydrogen, H2 0 0.131 0

Oxygen, O2 0 0.205 0

Water (liquid), H2O (l) �285.8 0.070 �237.2

Water (vapour), H2O (g) �241.8 0.189 �228.6

Table 1.
Enthalpies of formation and absolute entropies of formation of fuel cell reactants and products (at 25°C and
1 atm).
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measure of the unavailable energy in a closed thermodynamic system that is usually
considered to be a measure of the system’s disorder, known as the second law of
thermodynamics. The total entropy of a system increases over time, as the molecu-
lar disorder increases. Therefore, if the system is in equilibrium, the change
between the initial state and the final state, the system is going through a reversible
change. Since entropy represents the unavailable energy used in the system, a
system of zero entropy optimises the work output of the system. The fuel cell
generates the amount of electricity and rejects an amount of thermal energy Q to its
environment. As there is heat transfer, and it is a real system, there must be an
increase in entropy. The amount of heat rejected and the maximum amount of
electrical power that a fuel cell will generate can be determined by formulating the
entropy changes occurring in the cell:

H2 þ O2 ! H2OþQ (26)

The entropy of H2 and O2 will disappear, but the new entropy of H2O and heat
formation will appear. As long as the process is reversible, which is the assumption
for the fuel cell, the entropy appearing in the rejected heat can be written as [8]:

ΔS ¼ ΔQrev
T

(27)

The equation for the change of entropy (ΔS) is equal to the change in enthalpy
(ΔQ) divided by the temperature (T) of the system.

As there is no heat transfer in electrical work, the entropy is zero. The entropy in
an H2/O2 fuel cell can be calculated using the absolute entropy values given in
Table 1. The second law of thermodynamics requires that in a fuel cell, there will be
a net increase in entropy. Therefore, the entropy that shows up in the rejected heat
and the product water (liquid water) must be greater than the entropy contained in
the reactants (H2 and O2) [9, 10]:

Entropy gain ≥ entropy loss

Q
T
þ
X

products≥
X

reactants (28)

Q ≥T products� reactants½ � (29)

To calculate the amount of heat rejected per mole of H2:

X
Sreactants ¼ 0:131

kJ
mol:k

� 1 mol H2 þ 0:205
kJ

mol:k
�½ mol O2

¼ 0:2335 kJ=mol:K

X
Sproducts ¼ 0:070

kJ
mol:k

� 1 mol H2O lð Þ

¼ 0:070 kJ=mol:K

The minimum of heat released during the reaction:

Qmin ¼ T
X

Sreactants �
X

Sproducts
� �

¼ 298 k 0:0134� 0:070ð Þ
¼ 48:72 kJ per mole of H2
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measure of the unavailable energy in a closed thermodynamic system that is usually
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thermodynamics. The total entropy of a system increases over time, as the molecu-
lar disorder increases. Therefore, if the system is in equilibrium, the change
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As heat capacity effects are generally minor, ΔH and ΔS values are usually
assumed to be independent of temperature. A simplified entropy calculation can be
with entropy values obtained from Table 1:

ΔSf ¼ soð ÞH2O � soð ÞH2
þ 1=2 soð ÞO2

h i
(30)

ΔSf, H2O (l) = HHV = �0.163 kJ/mol.K and ΔSf, H2O (g) = LHV = �0.045 kJ/mol.K.

2.3 Gibbs free energy

From the second law of thermodynamics, the change in free energy, or maxi-
mum useful work, can be obtained when a ‘perfect’ fuel cell operating irreversibly is
dependent upon temperature. Therefore, Wel, the electrical power output, is [11]:

ΔG ¼ Δ H� T ΔS (31)

where H is the total energy of the system, S is the ‘unavailable’ energy and G is
the ‘free’ energy, or the energy available to do useful work.

The change in Gibbs free energy varies with both temperature and pressure. It
can be shown that for a H2/O2 fuel cell:

ΔGf ¼ ΔGo
f þ RT ln

pH2O

pH2p√O2

" #
(32)

where ΔGo
f is the change in Gibbs free energy at standard pressure, which varies

with the temperature T of the fuel cell, in Kelvin; pH2
, pO2

and PH2O are the partial
pressure of the hydrogen, oxygen and vapour, respectively; and R is the universal
gas constant (8.314 J/(kg.K)). The fact that the value of ΔGo

f is negative means that
the energy is released from the reaction [12–14].

For the H2/O2 fuel cell reaction, the change in Gibbs free energy is:

ΔGf ¼ Gf,products �Gf,reactants ¼ Gf,H2O � Gf,H2 þGf,O2

� �
(33)

The maximum possible electrical energy output and the corresponding electrical
potential difference between the cathode and anode are achieved when the fuel cell
is operated under the thermodynamically reversible condition. This maximum pos-
sible cell potential is called ‘reversible cell potential’, one of the significantly impor-
tant parameters for FC.

From Eq. (23) we calculated ΔH to be 285.830 kJ/mol for hydrogen’s HHV and
241.98 kJ/mol for hydrogen’s LHV, while for ΔS in Eq. (28), the entropy of reaction
is 0.163 kJ/mol for HHV and for LHV 0.044 kJ/mol.

To calculate Gibbs free energy for H2/O2 fuel cell reaction:

ΔGf lð Þ ¼ HHV ¼ �285:8 kJ=mol� 273:15 Kð Þ �0:1633 kJ=molð Þ ¼ �237:1 kJ=mol

ΔGf gð Þ ¼ LHV ¼ �241:8 kJ=mol� 273:15 Kð Þ �0:045 kJ=molð Þ ¼ �228:6 kJ=mol

The fact that the value of ΔGo
f is negative means that the energy is released from

the reaction. From Eq. (6), the potential or reversible open cell voltage Eo of any
electrochemical device is defined as:

Eo ¼ �ΔG
nF

10

Thermodynamics and Energy Engineering

where n is the amount of exchanged electrons and F is Faraday’s constant. For
the hydrogen oxidation or water formation, n = 2. The free enthalpies ΔG of water
formation are either:

ΔGf, H2O lð Þ ¼ �237:13 kJ=mol or ΔGf,H2O gð Þ ¼ �228:57 kJ=mol

The corresponding potential is therefore (Table 2):

El
o ¼ �ΔGfH2O lð Þ

2F
¼ �1:23 V and Eg

o ¼ �ΔGfH2O gð Þ
2F

¼ �1:18 kJ=mol

2.4 Specific heat capacity

Another property that is important in thermodynamics and the study of fuel
cells is the specific heat. The specific heat of a solid or liquid is usually defined as the
heat required to raise unit mass through 1 degree temperature rise. For a gas there
are an infinite number of ways in which heat may be added between any two
temperatures, and hence a gas could have an infinite number of specific heats.
However, only two specific heats for gases are defined, as specific heat at constant
volume, cv, and specific heat at constant pressure, cp.

For a reversible ideal gas, a non-flow process at constant pressure and at con-
stant volume is given as, respectively:

dQ ¼ Cp dT (34)

and

dQ ¼ Cv dT (35)

For a substance that is modelled as incompressible, the specific heats are
assumed to be equal, Cp = Cv [15]:

Cp ¼ Cv ¼ dQ
dT

(36)

For an ideal gas in which a fuel cell is assumed to be, the specific enthalpy
depends only on temperature:

hf ¼ dQ ¼ CpdT (37)

hT ¼ h298:15 þ
ðT
298:15

CPdT (38)

where h298.15 is the enthalpy at a reference temperature.
The specific heat can also be related to specific entropy at temperature T:

ΔH (kJ/mol) ΔG (kJ/mol) ΔS (kJ/mol.K) E (V)

H2 + 1/2O2 ! H2O (l) �285.8 �237.1 �0.163 1.23

H2 + 1/2O2 ! H2O (g) �241.8 �228.6 �0.045 1.18

Table 2.
Enthalpies, entropies and Gibbs free energy of H2/O2 fuel cell reaction in (kJ/mol.K) and the resulting
theoretical cell potential at 25°C.
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As heat capacity effects are generally minor, ΔH and ΔS values are usually
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ΔSf ¼ soð ÞH2O � soð ÞH2
þ 1=2 soð ÞO2

h i
(30)
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f þ RT ln

pH2O

pH2p√O2

" #
(32)

where ΔGo
f is the change in Gibbs free energy at standard pressure, which varies
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, pO2

and PH2O are the partial
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� �
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the reaction. From Eq. (6), the potential or reversible open cell voltage Eo of any
electrochemical device is defined as:

Eo ¼ �ΔG
nF
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However, only two specific heats for gases are defined, as specific heat at constant
volume, cv, and specific heat at constant pressure, cp.
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dS ¼ dQ
T

¼ Cp
dT
T

(39)

sT ¼ s298:15 þ
ðT
298:15

1
T
CPdT (40)

The specific enthalpy and entropy for H2/O2 fuel cell are given by [16]:

ΔH ¼ hof,H2O þ Cp, H2O T� 298:15ð Þ� �
H2O

�½ ho
f,O2 þ Cp,  O2 T� 298:15ð Þ� �

O2

� ho
f,H2 þ Cp,  H2 T� 298:15ð Þ� �

H2

(41)

ΔS ¼ ho
f,H2O þ Cp, H2O ln

T
298:15

� �

H2O
�½ ho

f,O2 þ Cp,  O2 ln
T

298:15

� �

O2

� hof,H2 þ Cp,  H2 ln
T

298:15

� �

H2

(42)

The values of molar entropy and enthalpy of formation at 298.15 K are given in
Table 1 [17]. Eqs. (38) and (40) can be used to determine the specific heat capacity,
Cp, at constant pressure. Specific heat relationships are generally modelled with a
high-order polynomial, such as those listed below for hydrogen fuel cell gases, valid
in the range of 300–1000 K [18]. It is reported that over a range of temperatures, Cp
is not constant, while over the range of 300–350 K, the obtained Cp values are 0.6%
accurate [4].

Hydrogen, H2:

Cp Tð Þ ¼ 3:057 þ 2:677 � 10�3 Tð Þ � 5:810� 10�6 Tð Þ2 þ 5:521� 10�9 Tð Þ3

� 1:812� 10�12 Tð Þ4

Oxygen, O2:

Cp Tð Þ ¼ 3:626� 1:878� 10�3 Tð Þ þ 7:055� 10�6 Tð Þ2 � 6:764� 10�9 Tð Þ3

þ 2:156� 10�12 Tð Þ4

For H2o:

Cp Tð Þ ¼ 4:070� 1:808� 10�3 Tð Þ þ 4:152� 10�6 Tð Þ2 � 2:964� 10�9 Tð Þ3
þ 0:807 � 10�12 Tð Þ4

Figure 2.
Specific heat values for hydrogen, oxygen and water as a function of temperature.
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The heat capacity values for hydrogen, oxygen and water as a function of
temperature are shown in Figure 2. The data were obtained from Kabza [4].

3. Fuel cell thermodynamic efficiency

In the process of energy conversion in a fuel cell, the initial chemical energy
between the enthalpy of the products and reactants is converted into electrical
energy and thermal energy, as stated in the first law of thermodynamics. The
efficiency of any energy conversion device is defined as the ratio between useful
energy output and energy input [19–22]:

η ¼ actual electrical work
maximum available work

η ¼ ΔG
ΔH

¼ ΔH� TΔS
ΔH

(43)

Themaximumpossible thermodynamic efficiencyof a fuel cell canbewritten as [9]:

η ¼¼ 1� TΔS
ΔH

(44)

In the case of a fuel cell, the useful energy output is the electrical energy produced,
and the energy input is the enthalpy of hydrogen, that is, hydrogen’s HHV. Assuming
that all of the Gibbs free energy can be converted into electrical energy (the reaction is
reversible), the maximum theoretical efficiency of a fuel cell is [23, 24] (Figure 3):

η ¼ ΔG
ΔH

¼ 237:34
286:02

x 100% ¼ 83%

For hydrogen’s LHV, the fuel cell efficiency would be [26]:

η ¼ ΔG
ΔH

¼ 228:74
241:98

� 100% ¼ 94:5%

The LHV has higher efficiency compared to HHV, because the reversible effi-
ciency of the fuel cell decreases as the operating temperature increases [27].

The expected fuel cell efficiency is not always achieved due to thermodynamic
and electrochemical irreversible losses [28].

4. Irreversible losses

Other than calculating energy quantities during the conversion of chemical
energy to electrical energy, there is also the matter of electron flow through

Figure 3.
Energy inputs and outputs for a fuel cell as an energy conversion device [25].
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The heat capacity values for hydrogen, oxygen and water as a function of
temperature are shown in Figure 2. The data were obtained from Kabza [4].
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In the process of energy conversion in a fuel cell, the initial chemical energy
between the enthalpy of the products and reactants is converted into electrical
energy and thermal energy, as stated in the first law of thermodynamics. The
efficiency of any energy conversion device is defined as the ratio between useful
energy output and energy input [19–22]:

η ¼ actual electrical work
maximum available work

η ¼ ΔG
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ΔH

(43)

Themaximumpossible thermodynamic efficiencyof a fuel cell canbewritten as [9]:

η ¼¼ 1� TΔS
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In the case of a fuel cell, the useful energy output is the electrical energy produced,
and the energy input is the enthalpy of hydrogen, that is, hydrogen’s HHV. Assuming
that all of the Gibbs free energy can be converted into electrical energy (the reaction is
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The LHV has higher efficiency compared to HHV, because the reversible effi-
ciency of the fuel cell decreases as the operating temperature increases [27].

The expected fuel cell efficiency is not always achieved due to thermodynamic
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Other than calculating energy quantities during the conversion of chemical
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materials in the fuel cell process. The single fuel cell provides a voltage dependent
on operating conditions such as temperature, applied load and fuel/oxidant flow
rates [29, 30]. If a fuel cell is supplied with reactant gases, but the electric current is
not closed, it will not generate any current, and one would expect the cell potential
to be at the theoretical cell potential for the given conditions (temperature, pressure
and concentration of reactants). In reversible conditions, the energy loss is the heat
lost towards the environment, TΔs, due to negative entropy [12].

However, in practice, the thermodynamic cell potential is decreased from its
ideal potential, usually less than 1 V, due to irreversible losses known as
overpotential or polarisation [17]. The fuel cell performance overpotential is due to
[14, 31]:

i. Activation overpotential: The activation polarisation is related to the charge
transfer processes occurring during the electrochemical reactions on electrode
surfaces. The losses are caused by the slowness of the reactions taking place
on the surface of the electrodes [32]. Activation polarisation depends on the
nature of type of electrode, ionic interactions, ion-solvent interactions and the
electrode-electrolyte interface [33].

ii. Ohmic overpotential: In most fuel cells, the most important contribution to
this resistance is the electrolyte, due to the ionic nature of its conductivity,
resistance to the flow of electrons through the electrodes and the contact
resistance at the cell terminals.

iii. Mass transport (concentration) overpotential: Concentration polarisation
occurs due to a decrease in the concentration of the reactants at the electrode-
electrolyte interface. Due to diffusion or convection problems in the
electrolyte, the concentration of the reactants is not maintained at the initial
level. Reaction product accumulation can also cause a dilution of reactants.
The concentration gradient thereby formed causes a drop in electrode
activity, and the terminal voltage is reduced.

iv. Fuel crossover overpotential: ‘Crossover’ is one of the common effects
occurring in alcohol fuel cells [22]. Although the electrolyte, a polymer
membrane, is not electrically conductive and practically impermeable to
reactant gases, some amount of fuel will diffuse from anode to cathode to
react with oxygen, resulting in fewer electrons in the generated current of
electrons that travel through an external circuit [34]. With this transit the
cathode potential decreases, thus reducing the overall efficiency of a fuel cell.
It occurs when the intermediates generated by fuel oxidation have higher
concentration than oxygen at the cathode. The increase of temperature
escalates the crossover effect [35].

The standard measure of performance is the polarisation curve, which repre-
sents the cell voltage behaviour against operating current density (Figure 4). From
the figure, the voltage loss caused by mixed potential and crossover, activation
polarisation, ohmic polarisation and mass transport losses is the most significant in
the tail of the I-V curve. The maximum fuel cell is then examined through the
reversible voltage of the system, which is calculated using thermodynamics and the
actual voltage of the system [36]. The final voltage is lower than the thermodynamic
voltage and is usually between 0.5 and 1.0 V. Although polarisations cannot be
eliminated, material choice and electrode designs can contribute to their
minimisation [37]:
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E ¼ Etherm � ηact � ηohm � ηconc (45)

where E is the cell potential, Etherm is the thermodynamic potential, ηact is the
voltage loss due to activation polarisation, ηohm is the voltage loss due to ohmic
polarisation and ηconc is the voltage loss due to mass transport polarisation and the
entropy generation results [38–41]:

S ¼ E
nFT

(46)

In addition, the related heat lost for irreversibility can be calculated as (Figure 4):

q ¼ TΔs� nFE ¼ ΔH� ΔG� nFE (47)

5. Conclusion

Thermodynamics is used to understand the process of energy conversion in fuel
cells. The determination of a fuel cell’s performance depends on thermodynamic
evaluation. The heat potential of a fuel is given by the enthalpy of the reaction. Not all
heat potential of a fuel can be used to perform useful work; the reversible work of a
fuel is defined by Gibbs free energy, which is the electrical work. The study of the
electrical effects shows that the molar flow of the fuel used is proportional to the
electric current and the reversible work is proportional to the reversible voltage. The
cell voltage varies with temperature, pressure and reactant/product activities. Irre-
versible losses cause a difference in the efficiency of reversible and real processes,
with efficiency of real processes always less than reversible processes. The losses are
due to two major reasons, namely, irreversible kinetic losses and fuel utilisation losses.
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Figure 4.
H2/O2 polarisation curve at equilibrium and voltage losses in fuel cell [30].
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surfaces. The losses are caused by the slowness of the reactions taking place
on the surface of the electrodes [32]. Activation polarisation depends on the
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Chapter 2

Distributed and Lumped
Parameter Models for Fuel Cells
Massimo Guarnieri, Piergiorgio Alotto and Federico Moro

Abstract

The chapter presents a review of modeling techniques for three types of fuel
cells that are gaining industrial importance, namely, polymer electrolyte membrane
(PEMFC), direct methanol (DMFC), and solid oxide (SOFC) fuel cells (FCs). The
models presented are both multidimensional, suitable for investigating distribu-
tions, gradients, and inhomogeneities inside the cells, and zero-dimensional, which
allows for fast analyses of overall performance and can be easily interfaced with or
embedded in other numerical tools, for example, for studying the interaction with
static converters needed to control the electric power flow. Thermal dependence is
considered in all models. Some special numerical approaches are presented, which
allow facing specific problems. An example is the Proper Generalized Decomposi-
tion (PDG) that allows overcoming the challenges arising from the extreme aspect
ratio of the thin electrolyte separating anode and cathode. The use of numerical
modeling as part of identification techniques, particularly by means of stochastic
optimization approaches, for extracting the material parameters from multiple in
situ measurements is also discussed and examples are given. Merits and demerits of
the different models are discussed.

Keywords: fuel cells, PEMFC, SOFC, DMFC, modeling, multiphysics,
optimization, identification

1. Introduction

Several types of fuel cells (FCs) are under development for small to mid-size
applications, both mobile and stationary. The modeling of FCs is the subject of a
vast body of literature, with contributions coming from the fields of chemistry,
material science, and engineering. This paper focuses on the authors’ experience
and provides references for further reading and for the derivation of more models.
In particular, the distributed and lumped modeling of direct methanol fuel cells
(DMFCs), proton exchange membrane fuel cells (PEMFCs), and solid oxide fuel
cells (SOFCs) is addressed. A section is devoted to the numerical optimization of
such devices and to the identification of the parameters appearing in their equations
by means of stochastic optimization algorithms. The two approaches, that is, dis-
tributed and lumped modeling, derive from opposite necessities, namely on one
hand, the necessity of studying local details of the physical phenomena and on the
other hand the necessity of having computationally efficient tools for large-scale
simulations and integration of systems.
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2. Modeling challenges

The performance of a fuel cell depends on the materials used, on the sizes of the
cell components, on their geometry and arrangement, and on the combination and
interactions of all these factors, involving interdisciplinary effects of, notably,
interface, mass charge and heat transport, electrochemistry, catalysis, and materials
science. Consequently, identifying an optimized stack configuration is a very
demanding task that can require long and expensive experimental programs. In
such a framework, models are very helpful in exploring possible system behavior
and addressing the search for optimal solutions. However, due to the diversity and
complexity of such phenomena, which occur at multidimensional level and on a
wide range of length and time scales, model analyses have to necessarily be carried
out by computer simulations. The numerical modeling of fuel cells, often dubbed
CFCD (computational fuel cell dynamics), deals with multidimensional mass
transport phenomena, electrochemical kinetics, and transport of charge (electrons
and ions), in complex temperature-dependent relationships that are strongly
coupled to each other. Namely, they are strongly coupled nonlinear problems and
their solutions require advanced iterative algorithms capable of efficiently ensuring
converged and accurate solutions. The analyses can be conveniently formulated in
terms of electric potentials of the electronic and electrolyte phases, whose equations
are strongly nonlinear and coupled to each other at electrochemical kinetics level.
Techniques have been developed for efficiently solving these potential equations.
Fuel cells present a stratified structure, made of thin layers of different materials
where interactions occur. These domains with very different dimensions along
coordinate axes give rise to additional computational challenges. Electrochemical
activity sites generate current densities that can reach values in the order of 1 A/cm2

(referred to the cross-sectional area) so that a current of 500 A requires membrane
cross sections of 20 � 20 cm or more, whereas typical thicknesses of gas diffusion
layers (GDLs) are in the order of 2–3 � 10�2 cm. These GDLs are separated by
proton-exchange membranes (PEMs) which are thin electrolytes, with widths in
the order of 1–5 � 10�3 cm.

PEMs allow ion transport while preventing the passage of electrons, a key
feature of electrochemical devices in order to force electrons to flow in the external
electric circuits. Ion-conductive membranes allow the flow of protons when suffi-
ciently hydrated. In optimal conditions, the proton conductivity can reach values as
high as 0.2 S/cm at 100°C, which is a fairly good value for ions, but a poor one if
compared with the electronic conductivity of metals, so that in order to reduce the
inherent voltage and power losses such electrolytes must be very thin. At the same
time, the relative fluctuations of the thickness due to manufacturing must be small,
to ensure the membrane performance to be very uniform. The numerical simulation
of such a domain, with aspect ratio exceeding 103, involves severe size problems: a
regular hexahedral tessellation with 10 elements in the thickness direction implies
109 nodes, namely a very demanding computational dimension [1]. Commercial
CFD codes commonly use un-structured meshes, but this fact does not alter the
dimensional complexity of the problem. As a further concern, depending on the
transient time scale, a large number of time steps may be needed in order to
accurately compute time dynamics. These features raise very challenging problems
that can only be faced with parallel computing and multiprocessor computers.
Analyzing a fuel cell behavior requires the full characterization of the materials
used, that is, the determination of their chemical, physical, thermal, and electrical
parameters [2], which are involved in: mass, heat, and charge transport in the
electrolyte; thermodynamics and electrokinetics in the catalyst layers; mass, charge,
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and heat transport in the diffusion layers; and mass, heat, and charge transport in
the bipolar plates and their flow channels. In fact, these parameters are needed in
the equations (Nernst equation, Butler-Volmer equation, Darcy’s equation, Fourier’s
law, Ohm’s law, etc.) constituting FC models [3]. Since these equations are strongly
nonlinear and coupled, the models present a strong vulnerability to parameter
uncertainties. A number of diagnostic methods, such as cyclic voltammetry, thin-
film rotating ring-disc electrode (CV-TF-RRDE), electrochemical impedance spec-
troscopy (EIS), and broadband electrical spectroscopy (BES), can provide accurate
ex situ measurements. Nevertheless, the use of the measurement data thus obtained
to model fuel cells in working conditions presents several setbacks. On the other
hand, parameter values fully suitable for operative conditions can be achieved by
means of in situ measurements, but few are available and they are often difficult to
carry out, allowing to determine a limited number of parameters. Examples are EIS,
neutron radiography, and voltammetric and chronoamperometric approaches in the
“driven-cell” mode. To cope with material characterization and parameters extrac-
tions, a number of sophisticated numerical techniques that resort to optimization
methods for extracting more parameters at once from a large number of experi-
mental data have been developed in recent years. Stochastic methods have proven
to be particularly successful to meet such target. Efficient modeling suitable to
provide a comprehensive understanding of fuel cell dynamics thus involves: physi-
cochemical model identification, advanced numerical algorithms, materials param-
eters extraction, and model validation against detailed distribution data. This last
aspect arises since data of global nature, such as I-V curves, can result inadequate to
capture the material parameters with their correlations.

3. Analytical models

3.1 Proton exchange membrane fuel cells

PEMFCs have been subject to a vast body of studies aimed at modeling and some
of the most important issues are described hereafter. In PEMFCs, the hydrogen
oxidation reaction (HOR) occurring at the anode catalyst layer (CL) and the oxygen
reduction reaction (ORR) at the cathode catalyst layer

anode : H2 ! 2Hþ þ 2e�

cathode :
1
2
O2 þ 2Hþ þ 2e� ! H2O

(1)

are segregated by the proton exchange membrane (Figure 1). According to the
Nernst equation, the cell’s reversible voltage E varies with temperature T and gas
pressures pH2

, pO2
(or equivalently, with concentrations cH2 , cO2) [4]:

E ¼ E0 þ ΔEs Tð Þ þ ΔEc T; pH2
; pO2

� �

¼ E0 þ 1
nF

ðT

T0

Δ ŝ Tð ÞdT þ T
f e
ln
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cO2
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 !0:5
2
4

3
5 (2)

where E0 = 1.229 V is the value in standard temperature and pressure conditions,
ΔEs is the entropic variation due to Δ ŝ, and ΔEc is the term related to the variation
of gas pressures and hence of gas concentrations. By introducing the “bulk”
(undisturbed) concentrations cH2 , cO2 , ΔEc can be split into two terms:
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nonlinear and coupled, the models present a strong vulnerability to parameter
uncertainties. A number of diagnostic methods, such as cyclic voltammetry, thin-
film rotating ring-disc electrode (CV-TF-RRDE), electrochemical impedance spec-
troscopy (EIS), and broadband electrical spectroscopy (BES), can provide accurate
ex situ measurements. Nevertheless, the use of the measurement data thus obtained
to model fuel cells in working conditions presents several setbacks. On the other
hand, parameter values fully suitable for operative conditions can be achieved by
means of in situ measurements, but few are available and they are often difficult to
carry out, allowing to determine a limited number of parameters. Examples are EIS,
neutron radiography, and voltammetric and chronoamperometric approaches in the
“driven-cell” mode. To cope with material characterization and parameters extrac-
tions, a number of sophisticated numerical techniques that resort to optimization
methods for extracting more parameters at once from a large number of experi-
mental data have been developed in recent years. Stochastic methods have proven
to be particularly successful to meet such target. Efficient modeling suitable to
provide a comprehensive understanding of fuel cell dynamics thus involves: physi-
cochemical model identification, advanced numerical algorithms, materials param-
eters extraction, and model validation against detailed distribution data. This last
aspect arises since data of global nature, such as I-V curves, can result inadequate to
capture the material parameters with their correlations.

3. Analytical models

3.1 Proton exchange membrane fuel cells

PEMFCs have been subject to a vast body of studies aimed at modeling and some
of the most important issues are described hereafter. In PEMFCs, the hydrogen
oxidation reaction (HOR) occurring at the anode catalyst layer (CL) and the oxygen
reduction reaction (ORR) at the cathode catalyst layer

anode : H2 ! 2Hþ þ 2e�

cathode :
1
2
O2 þ 2Hþ þ 2e� ! H2O

(1)

are segregated by the proton exchange membrane (Figure 1). According to the
Nernst equation, the cell’s reversible voltage E varies with temperature T and gas
pressures pH2

, pO2
(or equivalently, with concentrations cH2 , cO2) [4]:
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where E0 = 1.229 V is the value in standard temperature and pressure conditions,
ΔEs is the entropic variation due to Δ ŝ, and ΔEc is the term related to the variation
of gas pressures and hence of gas concentrations. By introducing the “bulk”
(undisturbed) concentrations cH2 , cO2 , ΔEc can be split into two terms:
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Here fe = nF/R,where R is the gas constant, F is the Faraday constant, and n is the
number of electrons transferred in the reaction. ΔEco arises from the differences
between the actual bulk concentrations and the standard-condition values, particu-
larly in a no-load state. ΔEcl springs from the differences between the concentra-
tions at the triple-phase boundaries (TPBs, which are the sites of electrochemical
reaction in the catalyst layers—CLs) and the bulk concentrations in the CLs, namely
from the concentration gradients which arise to sustain the species molar flows
needed in load conditions. In order to allow an accurate modeling over a wide
temperature range, ΔEs can be calculated by integration. Combining the above and
excluding the gradient-dependent term ΔEcl, we have:
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The cell open circuit voltage (OCV) is slightly different from EOC because some
gas crossover through the membrane occurs in every condition, including no-load,
producing small concentration gradients and hence a minimal ΔEcl. On the other
hand, when the cell is operated at a steady-state load with an electric current
density j, its voltage V differs markedly from EOC, due to much larger concentration
gradients, and hence much larger ΔEcl, and to overpotentials ηkh (voltage drops
ΔVkh, in electrical engineering terms, [3]):

V jð Þ ¼ EOC � ηaa � ηac � ηca � ηcc � ηm (5)

The first subscript of the overpotentials indicates a, activation losses, or c,
concentration losses, whereas the second subscript stands for a, anode, or c, cath-
ode. The single subscript m indicates the membrane (PEM), where ohmic losses
occur. All these overpotentials are strong functions of j.

3.1.1 Exchange current density: activation losses

The activation overpotentials or activation voltage drops, ΔVaa and ΔVac, are an
effect of the electrochemical kinetics that appear when the species react at the

Figure 1.
Sketch of a PEMFC section with anode and cathode flow channels of bipolar plates (BPs), diffusion layer
(DLs), catalyst layers (CLs), and proton exchange membrane (PEM). Convective (in BPs) and diffusive (in
DLs) fluid flows are sketched (courtesy of Journal of Power Sources).
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anodic and cathodic CLs. ΔVaa and ΔVac increase with the rate of charge density
separation ∂tρe (namely the proton and electron creation at the anode and recombi-
nation at the cathode—∂t represents the partial time derivative), which, in steady-
state operation equates the current density at the TPB, jTPB. ΔVaa and ΔVac are
typically modeled with the Butler-Volmer equation [4]. Due to the particular
porous structure of the CLs, the area ATPB of the TPBs where jTPB is produced is
much larger than the active cell cross-sectional area A (ATPB/A can be larger than
103) and, when modeling is devoted to analyzing the cell electric performance, the
current density is preferably reported to the cross-sectional area, as:

j0 ¼ ATPB

A
j0TPB (6)

By using Eq. (6), the Butler-Volmer equation allows to write the current density
at the cross-sectional area of each CL as

jt ¼ j0
cR
cR

eα f eΔVa=T � cP
cP

e� 1�αð Þf eΔVa=T
� �

(7)

In this equation, the total equivalent current density jt accounts for the effect of
hydrogen crossover on the overpotentials, that can be modeled as an equivalent
internal loss current to be added to the cell internal current density and is not
available at current collectors, but contributes to the activation overpotentials. j0 is
the exchange current density. The accurate evaluation of its values at the anode and
cathode half-reactions is important, because they strongly affect the cell perfor-
mance and round-trip efficiency. To take into account the effects of the tempera-
ture on j0, an Arrhenius-like dependence with T can be considered [5]. As a
consequence of the low temperatures at which PEMFCs operate and of the expo-
nential dependence of jt on ΔVa, the activation losses are the major responsible
factors for voltage drops at low current densities. In addition, ΔVac is typically one
order of magnitude larger than ΔVaa, so that the cathodic activation losses are the
dominant effect at low current densities [3].

3.1.2 Concentration gradients

When the cell operates in load condition, the inflow of reagents and outflow of
products are necessary to sustain the electrochemical reactions at the CLs. In turn,
these species flows are ensured by convective mass flow in the transport channels of
the bipolar plates (BPs) and by the diffusive mass transport in the diffusion layers
(DLs, Figure 1). These flows are sustained by concentrations and pressure gradients
of reagents and products, namely by values c and p at the CLs different from the
bulk (and inlet) values c and p [6]. In order to model the concentration gradients ∇c,
Fick’s first law N = –D∇c is often used, which invokes the medium diffusivity D and
the gas molar flow vector N, related in turn to the current density vector j through
the Faraday constant F and the charge carriers n as j = nFN, for both hydrogen at
anode and oxygen at cathode. Since the diffusivity depends on temperature, the
effect of the latter on concentration gradients can also have important role in the FC
performance.

3.1.3 Concentration losses and limit conditions

Gas concentration and pressure gradients ∇c and ∇p produce the term ΔEcl of the
Nernst equation, reducing the electromotive force (emf) with respect to the no-load
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The cell open circuit voltage (OCV) is slightly different from EOC because some
gas crossover through the membrane occurs in every condition, including no-load,
producing small concentration gradients and hence a minimal ΔEcl. On the other
hand, when the cell is operated at a steady-state load with an electric current
density j, its voltage V differs markedly from EOC, due to much larger concentration
gradients, and hence much larger ΔEcl, and to overpotentials ηkh (voltage drops
ΔVkh, in electrical engineering terms, [3]):

V jð Þ ¼ EOC � ηaa � ηac � ηca � ηcc � ηm (5)

The first subscript of the overpotentials indicates a, activation losses, or c,
concentration losses, whereas the second subscript stands for a, anode, or c, cath-
ode. The single subscript m indicates the membrane (PEM), where ohmic losses
occur. All these overpotentials are strong functions of j.

3.1.1 Exchange current density: activation losses

The activation overpotentials or activation voltage drops, ΔVaa and ΔVac, are an
effect of the electrochemical kinetics that appear when the species react at the

Figure 1.
Sketch of a PEMFC section with anode and cathode flow channels of bipolar plates (BPs), diffusion layer
(DLs), catalyst layers (CLs), and proton exchange membrane (PEM). Convective (in BPs) and diffusive (in
DLs) fluid flows are sketched (courtesy of Journal of Power Sources).
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anodic and cathodic CLs. ΔVaa and ΔVac increase with the rate of charge density
separation ∂tρe (namely the proton and electron creation at the anode and recombi-
nation at the cathode—∂t represents the partial time derivative), which, in steady-
state operation equates the current density at the TPB, jTPB. ΔVaa and ΔVac are
typically modeled with the Butler-Volmer equation [4]. Due to the particular
porous structure of the CLs, the area ATPB of the TPBs where jTPB is produced is
much larger than the active cell cross-sectional area A (ATPB/A can be larger than
103) and, when modeling is devoted to analyzing the cell electric performance, the
current density is preferably reported to the cross-sectional area, as:

j0 ¼ ATPB

A
j0TPB (6)

By using Eq. (6), the Butler-Volmer equation allows to write the current density
at the cross-sectional area of each CL as

jt ¼ j0
cR
cR

eα f eΔVa=T � cP
cP

e� 1�αð Þf eΔVa=T
� �

(7)

In this equation, the total equivalent current density jt accounts for the effect of
hydrogen crossover on the overpotentials, that can be modeled as an equivalent
internal loss current to be added to the cell internal current density and is not
available at current collectors, but contributes to the activation overpotentials. j0 is
the exchange current density. The accurate evaluation of its values at the anode and
cathode half-reactions is important, because they strongly affect the cell perfor-
mance and round-trip efficiency. To take into account the effects of the tempera-
ture on j0, an Arrhenius-like dependence with T can be considered [5]. As a
consequence of the low temperatures at which PEMFCs operate and of the expo-
nential dependence of jt on ΔVa, the activation losses are the major responsible
factors for voltage drops at low current densities. In addition, ΔVac is typically one
order of magnitude larger than ΔVaa, so that the cathodic activation losses are the
dominant effect at low current densities [3].

3.1.2 Concentration gradients

When the cell operates in load condition, the inflow of reagents and outflow of
products are necessary to sustain the electrochemical reactions at the CLs. In turn,
these species flows are ensured by convective mass flow in the transport channels of
the bipolar plates (BPs) and by the diffusive mass transport in the diffusion layers
(DLs, Figure 1). These flows are sustained by concentrations and pressure gradients
of reagents and products, namely by values c and p at the CLs different from the
bulk (and inlet) values c and p [6]. In order to model the concentration gradients ∇c,
Fick’s first law N = –D∇c is often used, which invokes the medium diffusivity D and
the gas molar flow vector N, related in turn to the current density vector j through
the Faraday constant F and the charge carriers n as j = nFN, for both hydrogen at
anode and oxygen at cathode. Since the diffusivity depends on temperature, the
effect of the latter on concentration gradients can also have important role in the FC
performance.

3.1.3 Concentration losses and limit conditions

Gas concentration and pressure gradients ∇c and ∇p produce the term ΔEcl of the
Nernst equation, reducing the electromotive force (emf) with respect to the no-load

25

Distributed and Lumped Parameter Models for Fuel Cells
DOI: http://dx.doi.org/10.5772/intechopen.89048



value EOC and constitute the concentration losses which dominate the cell’s perfor-
mance at high current densities. ΔEcl can be split in the anodic and cathodic con-
centration voltage drops as:
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where κ are the mass transfer coefficients. These two terms provide the anodic
and cathodic current density limits jLa and jLc, namely the theoretical values of the
current densities which cause the CL concentrations and pressures to vanish at the
TPBs and the half-reactions stop, when the fuel cell starvation occurs. Since the
smaller limit current density occurs at the cathode, due to the lower diffusivity of
oxygen compared to hydrogen, jLc sets the device’s current density limit.

3.1.4 Membrane ohmic losses

The voltage drop in the membrane is proportional to the current and to its
thickness and inversely proportional to its conductivity σ which depends on tem-
perature and hydration, which is the ratio λ = cw/cas (with cas = 1970 mol m�3)
between water and sulfonic acid concentrations that varies in the range 0–22 for
typical Nafion® membranes. The dependence of conductivity on hydration can be
expressed as:

σ λð Þ ¼ σ0 Tð ÞBλ (9)

The linear dependence on λ via the dimensionless coefficient B is the adaptation
of an empirical model [7] aimed at avoiding a negative value of σ at lower λ. The
temperature dependence can be expressed with the model of Vogel-Tamman-
Fulcher [8]. Although λ varies along the PEM’s thickness according to back-
diffusion and electro-osmotic drag [9], the average between the PEM boundary
values λa and λc can be used, consistently with a linear profile between λa and λc.
These values depend on the water activities awa and awc of the reacting gases at the
CLs, and are computed with an empirical polynomial [7], which depends on the
water vapor saturation pressure pws which is also a function of the temperature [3].

3.1.5 Crossover

Fuel crossover consists of hydrogen that, instead of reacting at the anode,
migrates through the PEM and reacts with oxygen at the cathode, without produc-
ing electric power. This is a major side effect that affects the FC performance and
efficiency and depends on two mechanisms, diffusion, and electro-osmotic drag.
These two contributions of hydrogen mass flow can be modeled as equivalent
current densities so that the resulting equivalent crossover current density is:

jco ¼
nFDmH2

dm
cH2 þ nξλj (10)

where cH2 is the hydrogen concentration at the anodic CL, DmH2 is the hydrogen
diffusivity (with an Arrhenius-like temperature dependence), dm is the membrane
thickness and ξ is a dimensionless electro-osmotic drag coefficient (giving a maxi-
mum value νw = ξλ = 2.5 at full hydration λ = 22, as reported). Crossover hydrogen is
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the main cause of the difference between the open circuit emf EOC and the observed
OCV V(0) [10]. It also causes a loss of stored energy that reduces round-trip
efficiency. Also, oxygen crosses the PEM, but, since its diffusivity is much lower
than hydrogen’s [11], this effect is usually neglected.

Dissipations occurring inside the cell produce thermal gradients which affect the
temperature-dependent parameters. The main loss phenomena are Peltier heating
(thermodynamic heat generation), losses due to the electrochemical kinetic activity
at the anode and cathode CLs, and Joule losses in the PEM, so that, inside the cell,
the dissipated power per unit area is:

Pdiss ¼ j �TΔŝ
nF

þ ηa jð Þ
� �

þ dm
σ

j2 (11)

Heat transport inside the cell depends on conduction, diffusion, and convection
and interacts with thermal capacity in dynamic conditions [3]. An accurate enough
estimation of the mean temperature T inside the cell with respect to the room and
gas inlet temperature Tr can be obtained by:

T ¼ Tr þ kTPdiss (12)

with kT a global thermal exchange coefficient. This expression can be
reformulated as a function of the current density as:

T ¼ Tr þ kt1 jþ kt2 j2 (13)

where kt1 and kt2 are properly fitted parameters. In the numerical implementa-
tion of such models, consistent analytical expressions can be used without intro-
ducing approximation if the electric current density j is chosen as the independent
variable to compute all voltage terms. In order to deal with the non-invertible
Butler-Volmer equation, a look-up table can be conveniently used.

3.2 Methanol fuel cells

DMFCs suffer from two fundamental problems: (i) the sluggish kinetics of the
methanol electro-oxidation reaction and (ii) the high degree of permeation of the
methanol through the membrane (crossover). Analytical and numerical models are
necessary for better understanding the interactions between mass transfer and
electrochemical phenomena, and for optimizing the power output and runtime to
interface electronics [3].

3.2.1 DMFC analytical models

A schematic of a typical DMFC inside a cell stack is sketched in Figure 2. It
consists basically of an anode flow channel (AFC), an anode diffusion layer (ADL),
an anode catalyst layer (ACL), a proton exchange membrane (PEM), a cathode
catalyst layer (CCL), a cathode diffusion layer (CDL), and a cathode flow channel
(CFC). Analytical models of DMFCs account for the following phenomena: electro-
chemical reactions occurring at catalyst layers, protonic conduction, and methanol
crossover across the PEM, diffusion of reactants in porous media layers, fluid flow
inside channels, and coupling between heat and mass transfer. Small DMFCs for
portable electronics usually include a fuel reservoir with no pumps for feeding the
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current densities which cause the CL concentrations and pressures to vanish at the
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values λa and λc can be used, consistently with a linear profile between λa and λc.
These values depend on the water activities awa and awc of the reacting gases at the
CLs, and are computed with an empirical polynomial [7], which depends on the
water vapor saturation pressure pws which is also a function of the temperature [3].

3.1.5 Crossover

Fuel crossover consists of hydrogen that, instead of reacting at the anode,
migrates through the PEM and reacts with oxygen at the cathode, without produc-
ing electric power. This is a major side effect that affects the FC performance and
efficiency and depends on two mechanisms, diffusion, and electro-osmotic drag.
These two contributions of hydrogen mass flow can be modeled as equivalent
current densities so that the resulting equivalent crossover current density is:

jco ¼
nFDmH2
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where cH2 is the hydrogen concentration at the anodic CL, DmH2 is the hydrogen
diffusivity (with an Arrhenius-like temperature dependence), dm is the membrane
thickness and ξ is a dimensionless electro-osmotic drag coefficient (giving a maxi-
mum value νw = ξλ = 2.5 at full hydration λ = 22, as reported). Crossover hydrogen is
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the main cause of the difference between the open circuit emf EOC and the observed
OCV V(0) [10]. It also causes a loss of stored energy that reduces round-trip
efficiency. Also, oxygen crosses the PEM, but, since its diffusivity is much lower
than hydrogen’s [11], this effect is usually neglected.

Dissipations occurring inside the cell produce thermal gradients which affect the
temperature-dependent parameters. The main loss phenomena are Peltier heating
(thermodynamic heat generation), losses due to the electrochemical kinetic activity
at the anode and cathode CLs, and Joule losses in the PEM, so that, inside the cell,
the dissipated power per unit area is:
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Heat transport inside the cell depends on conduction, diffusion, and convection
and interacts with thermal capacity in dynamic conditions [3]. An accurate enough
estimation of the mean temperature T inside the cell with respect to the room and
gas inlet temperature Tr can be obtained by:

T ¼ Tr þ kTPdiss (12)

with kT a global thermal exchange coefficient. This expression can be
reformulated as a function of the current density as:

T ¼ Tr þ kt1 jþ kt2 j2 (13)

where kt1 and kt2 are properly fitted parameters. In the numerical implementa-
tion of such models, consistent analytical expressions can be used without intro-
ducing approximation if the electric current density j is chosen as the independent
variable to compute all voltage terms. In order to deal with the non-invertible
Butler-Volmer equation, a look-up table can be conveniently used.

3.2 Methanol fuel cells

DMFCs suffer from two fundamental problems: (i) the sluggish kinetics of the
methanol electro-oxidation reaction and (ii) the high degree of permeation of the
methanol through the membrane (crossover). Analytical and numerical models are
necessary for better understanding the interactions between mass transfer and
electrochemical phenomena, and for optimizing the power output and runtime to
interface electronics [3].

3.2.1 DMFC analytical models

A schematic of a typical DMFC inside a cell stack is sketched in Figure 2. It
consists basically of an anode flow channel (AFC), an anode diffusion layer (ADL),
an anode catalyst layer (ACL), a proton exchange membrane (PEM), a cathode
catalyst layer (CCL), a cathode diffusion layer (CDL), and a cathode flow channel
(CFC). Analytical models of DMFCs account for the following phenomena: electro-
chemical reactions occurring at catalyst layers, protonic conduction, and methanol
crossover across the PEM, diffusion of reactants in porous media layers, fluid flow
inside channels, and coupling between heat and mass transfer. Small DMFCs for
portable electronics usually include a fuel reservoir with no pumps for feeding the
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cell and make use of atmospheric oxygen. Simplifying assumptions are typically
made on both model geometry and physics to obtain the current-voltage character-
istic in closed form. In 2-D models, methanol/oxygen concentrations and electric
potentials depend also on the direction (y-axis) orthogonal to the species flow
direction (x-axis). In 1-D models, this dependency is neglected by assuming con-
stant concentrations along the y-axis.

The following assumptions are usually made in analytical DMFC models:
(i) constant physical parameters; (ii) one-phase model (vapor phase is neglected);
(iii) ideal and diluted solutions; (iv) homogeneous electrochemical reactions in the
electrodes; and (v) negligible overpotential variation across catalyst layers and
along the y-axis.

The basic equation for analyzing the cell voltage as a function of current
density is:

V Jð Þ ¼ E0 þ ∂E
∂T

ΔT � ηa Jð Þ � ηc Jð Þ � δm
σm

J � RsJ (14)

where Eo is the (constant) standard cell potential, E is the fuel cell standard
potential,T is the temperature, σm and δm are the electric conductivity and the
thickness of the membrane, η is the activation overpotential, J is the current density,
and Rs is the overall contact area specific resistance (ASR). This resistance per unit
cross section, typically assumed constant, accounts for all resistances between gas
diffusion layers and current collectors. The current density at the anode in Eq. (14)
is related to the activation voltage overpotential at the anode ηa. In the simplifying
assumption of the Tafel equation, it can be expressed as:

Ja ¼ Ja, ref
Cac

Cac, ref
exp

αaF
RT

ηa

� �
(15)

where Ja, ref and Cac, ref are the reference current density and the reference
concentration at the anode, respectively. The voltage overpotential ηa is required to

Figure 2.
DMFC schematic with reactant and species flows (a, anode; c, cathode; pem, proton exchange membrane;
fc, flow channel; dl, diffusion layer; cl, catalyst layer).
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overcome the activation energy of the electrochemical reaction, and causes an
energy loss. A relationship similar to Eq. (15) holds for the cathode side, where the
atmospheric oxygen is provided at the catalyst layer through the gas diffusion layer
and the flow channel.

In the one-dimensional model proposed in [12], the cell performance is assessed
by describing mass transport in the porous electrode structures, including methanol
crossover, and the potential and concentration distributions in electrodes.
Multiphase flow is accounted for in [13], where liquid-vapor mixtures at anode and
cathode compartments are considered. A two-dimensional analytical model of a
DMFC, which describes electrochemical reactions on the anode and cathode and
main transport phenomena in the fuel cell including methanol crossover, diffusion
of reactants in porous media layers, and fluid flow in the reactants distributor, is
presented in [14].

Previous models, mathematically and physically based, cannot be used directly
in CAD software for electronic circuits, which is used to design the DMFC-circuitry
interface. By using the one-dimensional assumption, a lumped circuit model for
simulating the DMFC runtime is derived in [15]. The methanol consumption at the
reservoir is simulated by mass conservation equation and the charge/discharge
electrode dynamics on the short time scale is simulated by a fictitious equivalent
capacitance. A dynamic nonlinear circuit model for passive DMFC, including water
mass flow and membrane hydration, is presented in [16]. By synthesizing physics
equations in circuit form, this model is able to take into account mass transport,
current generation, electronic and protonic conduction, methanol adsorption, and
electrochemical kinetics. Adsorption and oxidation rates, which affect the cell
dynamics, are modeled by a detailed two-step reaction mechanism. The fuel cell
discharge and methanol consumption are computed by combining mass transport
and conservation equations. As a result, the runtime of a DMFC can be predicted
from current and initial methanol concentration.

3.2.2 DMFC semi-empirical models

Most DMFC performance models combine differential and algebraic equations
with empirically determined parameters. Simpler empirical expressions can be
derived from such models, allowing designers and engineers to predict the fuel cell
performance as a function of different operating conditions (such as pressure,
temperature, or fuel concentration). In [17], a semi-empirical approach to account
for the limiting current behavior is proposed. The general expression for the polar-
ization curve is based on analytical formulations of the catalyst layer reaction and
includes the overpotential due to transport limitation in diffusion backing layer and
the effect of methanol crossover. A simple semi-empirical model for evaluating the
cell voltage of a DMFC is provided in [18] by using the semi-empirical Meyers-
Newman rate equation for assessing the anode overpotential and a Tafel-type
kinetic model for the cathode. Ohmic losses are accounted for by considering
constant and uniform membrane conductivity. Such semi-empirical models are
useful to describe the steady-state fuel cell behavior. Dynamic models can resort as
well to semi-empirical relationships in order to limit the model complexity in time-
domain simulations, notably when implementing models in real-time controllers. In
[19], a completely different approach for extracting equivalent parameters is used.
Instead of fitting current-voltage equations, a nonlinear equivalent circuit is derived
from impedance fuel cell models. The equivalent circuit is composed of nonlinear
electrical circuit elements that include resistors, capacitors, and inductors in order
to simulate the DMFC performance in a wide operative range, including steady-
state and transient conditions. A model of a micro-DMFC battery is developed

29

Distributed and Lumped Parameter Models for Fuel Cells
DOI: http://dx.doi.org/10.5772/intechopen.89048



cell and make use of atmospheric oxygen. Simplifying assumptions are typically
made on both model geometry and physics to obtain the current-voltage character-
istic in closed form. In 2-D models, methanol/oxygen concentrations and electric
potentials depend also on the direction (y-axis) orthogonal to the species flow
direction (x-axis). In 1-D models, this dependency is neglected by assuming con-
stant concentrations along the y-axis.

The following assumptions are usually made in analytical DMFC models:
(i) constant physical parameters; (ii) one-phase model (vapor phase is neglected);
(iii) ideal and diluted solutions; (iv) homogeneous electrochemical reactions in the
electrodes; and (v) negligible overpotential variation across catalyst layers and
along the y-axis.

The basic equation for analyzing the cell voltage as a function of current
density is:

V Jð Þ ¼ E0 þ ∂E
∂T

ΔT � ηa Jð Þ � ηc Jð Þ � δm
σm

J � RsJ (14)
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� �
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where Ja, ref and Cac, ref are the reference current density and the reference
concentration at the anode, respectively. The voltage overpotential ηa is required to

Figure 2.
DMFC schematic with reactant and species flows (a, anode; c, cathode; pem, proton exchange membrane;
fc, flow channel; dl, diffusion layer; cl, catalyst layer).
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overcome the activation energy of the electrochemical reaction, and causes an
energy loss. A relationship similar to Eq. (15) holds for the cathode side, where the
atmospheric oxygen is provided at the catalyst layer through the gas diffusion layer
and the flow channel.
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in [20] to capture all pertinent dynamic and steady-state electrical performance
parameters, including capacity and its dependence on current and temperature,
open circuit voltage, methanol-crossover current, polarization curve and its depen-
dence on concentration, internal resistance, and time-dependent response under
various loading conditions. The main advantage of this model is that it is able to
predict the DMFC runtime for a given usable energy capacity of the methanol
reservoir. A 1-D analytical model for simulating both DMFC static and dynamic
operations is interfaced to a PSO (particle swarm optimization) stochastic algorithm
in order to maximize the battery duration while minimizing methanol crossover
[21]. In [22], a semi-analytical model of a passive-feed DMFC with non-isothermal
effects and charge conservation phenomenon is proposed. The 1-D model is suitable
for predicting the current-voltage curve by resolving iteratively both (bi-phase)
mass transfer, electrochemical, and heat transfer equations, starting from imposed
cell current, ambient temperature, and methanol feed concentration. The phenom-
enon of cathodic mixed potential, which is related to methanol crossover is
accounted for as well by the DMFC model. Adaptive operations for voltage stabili-
zation are proposed in [23] by using a simplified semi-empirical model combined to
an on-demand control system. A rapid response of DMFC (less than 5 s) to varia-
tions of operating parameters is experimentally observed, ensuring the applicability
of the proposed adaptive control strategy.

3.3 Solid oxide fuel cells

A solid oxide fuel cell (SOFC) consists of an anode and a cathode with a ceramic
electrolyte between them that transfers oxygen ions. Oxidant reduction occurs in
the cathode catalyst layer, oxygen ions are transported through the electrolyte and
oxidation of the fuel occurs at the anode catalyst layer. A SOFC typically operates
between 700°C and 1000°C, that is, temperatures at which the ceramic electrolyte
becomes sufficiently conductive of oxygen ions. In fact, the electrolyte ionic con-
ductivity is a strongly increasing function of the operating temperature. Moreover,
since the operating temperature accelerates electrochemical reactions, precious
metal catalysts are not required to promote the reactions and cheaper materials such
as nickel can be used as catalysts. In addition, the SOFC can be fed with conven-
tional hydrocarbon fuels, reforming being performed inside the cell. SOFCs can be
planar or tubular, with the former having gained increasing success because of
easier manufacturing and higher performance.

Among the ceramic electrolytes used in SOFCs, the most important is yttria-
stabilized zirconia (YSZ), which is the most conductive. The anode is generally
made of nickel/yttria-stabilized zirconia cermet and the cathode is an LSM layer
chemically expressed as La1�xSrxMnO3. The open circuit potential of a SOFC is
given by the Nernst equation, whereas the activation overpotentials in both
electrodes are high, so that the electrochemical kinetics of the both electrodes can be
approximated by the Tafel equation, with the concentration dependence of
exchange current density given by [24]. Zirconia (zirconium oxide, Zr O2) has a
crystalline structure and is stabilized in the allotropic cubic form YSZ with the
addition (doping) of Yttria molecules (yttrium oxide, Y2O3). Moreover, Yttria
significantly increases oxygen holes, namely an Y3+ ion replaces a Zr4+ inducing an
oxygen hole to maintain electrical neutrality and such oxygen holes facilitate the
transport of O+ ions in the lattice, by means of jumps. Doping with yttrium there-
fore dramatically increases the concentration of charge carriers (holes) and con-
ductivity is proportionally improved. However, if the concentration of Yttria
increases too much, the holes interact with each other thus reducing their mobility.
Maximum conductivity is obtained with doping concentrations of about 8%: in such
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conditions, hole concentration is about 102 times greater than the zirconia intrinsic
concentration. The probabilistic dependence of the charge carrier mobility on the
energy yields an exponential dependence of the conductivity on temperature:

σ Tð Þ ¼ σo e�Wa=kT (16)

A typical conductivity value is σ ffi 0.02 S/cm at T = 1000 K, with activation
energy Wa = 0.5–1.2 eV. This is a rather high conductivity value but not the highest
among other types of FC electrolytes and, consequently, in SOFCs, ionic conduction
losses are relatively higher.

4. Lumped parameter models

FC models must strike a balance between opposite requirements. On the one
hand, they should be extremely rich in order to be able to represent the complete
behavior of the cell by capturing the tridimensional distribution and time evolution
of the physical quantities inside the cell. Such performance is achievable with a
multiphysics, three-dimensional model, described by partial differential equations
(PDEs) and characterized by a large number of physical parameters. On the other
hand, they should be sufficiently simple to be included in other numerical proce-
dure, such as a stochastic optimization loop, that is, the model should be numeri-
cally computable in a very short time, and they should be characterized by a
relatively small number of parameters in order to avoid the curse of dimensionality
issue. In such cases, a zero-dimensional stationary model is preferable since it
avoids PDE numerical discretization and their inherent computational burden,
allowing to run the algorithm on standard PCs.

4.1 Circuit models

The fuel-cell balance equations can be arranged so as to correspond to lumped
equivalent circuits. Indeed, several of them can be identified, around the same basic
concept, depending on the required level of accuracy and the behaviors to be
highlighted.

In Figure 3, E is the open circuit voltage (the reversible voltage, i.e., the ideal
electromotive force provided by the Nernst equation that depends on temperature
and concentrations), Rion is the electrolyte ionic resistance, Ra and Rc are the equiv-
alent resistances of the electrode kinetics (at anode and cathode), equal to the

Figure 3.
Simple lumped equivalent circuit of a fuel cell.
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metal catalysts are not required to promote the reactions and cheaper materials such
as nickel can be used as catalysts. In addition, the SOFC can be fed with conven-
tional hydrocarbon fuels, reforming being performed inside the cell. SOFCs can be
planar or tubular, with the former having gained increasing success because of
easier manufacturing and higher performance.

Among the ceramic electrolytes used in SOFCs, the most important is yttria-
stabilized zirconia (YSZ), which is the most conductive. The anode is generally
made of nickel/yttria-stabilized zirconia cermet and the cathode is an LSM layer
chemically expressed as La1�xSrxMnO3. The open circuit potential of a SOFC is
given by the Nernst equation, whereas the activation overpotentials in both
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approximated by the Tafel equation, with the concentration dependence of
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conditions, hole concentration is about 102 times greater than the zirconia intrinsic
concentration. The probabilistic dependence of the charge carrier mobility on the
energy yields an exponential dependence of the conductivity on temperature:

σ Tð Þ ¼ σo e�Wa=kT (16)

A typical conductivity value is σ ffi 0.02 S/cm at T = 1000 K, with activation
energy Wa = 0.5–1.2 eV. This is a rather high conductivity value but not the highest
among other types of FC electrolytes and, consequently, in SOFCs, ionic conduction
losses are relatively higher.

4. Lumped parameter models

FC models must strike a balance between opposite requirements. On the one
hand, they should be extremely rich in order to be able to represent the complete
behavior of the cell by capturing the tridimensional distribution and time evolution
of the physical quantities inside the cell. Such performance is achievable with a
multiphysics, three-dimensional model, described by partial differential equations
(PDEs) and characterized by a large number of physical parameters. On the other
hand, they should be sufficiently simple to be included in other numerical proce-
dure, such as a stochastic optimization loop, that is, the model should be numeri-
cally computable in a very short time, and they should be characterized by a
relatively small number of parameters in order to avoid the curse of dimensionality
issue. In such cases, a zero-dimensional stationary model is preferable since it
avoids PDE numerical discretization and their inherent computational burden,
allowing to run the algorithm on standard PCs.

4.1 Circuit models

The fuel-cell balance equations can be arranged so as to correspond to lumped
equivalent circuits. Indeed, several of them can be identified, around the same basic
concept, depending on the required level of accuracy and the behaviors to be
highlighted.

In Figure 3, E is the open circuit voltage (the reversible voltage, i.e., the ideal
electromotive force provided by the Nernst equation that depends on temperature
and concentrations), Rion is the electrolyte ionic resistance, Ra and Rc are the equiv-
alent resistances of the electrode kinetics (at anode and cathode), equal to the
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activation overpotentials divided by the electrode-generated current. Depending on
the analysis purpose, both the incremental and differential values can be used:

R ¼ ηc
i0

or R ¼ dηc
di0

(17)

The latter resistance characterizes transient responses to small variation of the
cell’s working point. Expanding it in the neighborhood of a working point for which
the Tafel approximation holds provides:

R ¼ d
di

� RT
αnF

ln j0 þ
RT
αnF

ln i
� �

¼ RT
αnF i

¼ RT
αnF i0eα n F η=RT (18)

that is an adynamic circuit element, strongly dependent on the current or volt-
age. Cdl is the double layer capacity, related to TPB interfacial charge behavior, Jl are
leakage current densities, due to various phenomena and particularly to the reactant
crossover through the electrolyte, which make the output electric current smaller
than the electrode-generated current (they are controlled source elements since
such currents depend on the cell useful currents and on concentrations), Zw is an
element accounting for the losses due to concentration gradients. This is a dynamic
element because it synthesizes the diffusion of reactant concentration at the elec-
trodes, which are governed by the diffusion dynamics equations. In case of pulsat-
ing variations at an angular frequency ω around a steady-state working point, this is
a Warburg nonlinear impedance that can be expressed as:

Zw ¼ RT

A nFð Þ2c ffiffiffiffi
D

p ffiffiffiffi
ω

p tanh δ

ffiffiffiffiffi
jω
D

r !
e j

π
4 (19)

where δ is the electrode thickness. By taking the limit ω ! 0 it reduces to:

Zw 0ð Þ ¼ RT

A nFð Þ2c
δ

D
(20)

The dynamic elements Cdl and Zw limit the response dynamics of the FC. In
other words, an FC is not able to face arbitrary power variations and when these are
too rapid it is necessary to support the FC with a storage device capable of faster
response. This solution is adopted in automotive FCs, which are coupled with a
lithium-ion battery or a supercapacitor, sized to meet the fastest transients and
capable of reversible operations, enabling regenerative braking, but unable to accu-
mulate as much energy as the H2 tank of the FC.

A more sophisticated equivalent circuit of a DMFC is presented in Figure 4 in
the case of a DMFC. Here, the dependences of the leakage currents on the reagent
gradients and on the electrolyte currents have been separated and the concentration
losses have been represented as voltage sources controlled by the methanol and
oxygen gradients. Three separated equivalent circuits have been added, to represent
the water, methanol, and oxygen behavior. Each of these includes capacitances,
which account for the volumes of species accumulating at electrolyte, catalyst, and
diffusion layers, whereas the controlled current sources describe drain and source at
the catalyst layers and current-driven crossover.

In any case, equivalent circuits provide an approximated description of the
complex reactions and transport events occurring inside the FC. They have the
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Figure 4.
Multiphysics equivalent circuits capable of simulating electrical, chemical, and mass transport interactions
(courtesy of IEEE Trans. on Industrial Electronics).
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losses have been represented as voltage sources controlled by the methanol and
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the water, methanol, and oxygen behavior. Each of these includes capacitances,
which account for the volumes of species accumulating at electrolyte, catalyst, and
diffusion layers, whereas the controlled current sources describe drain and source at
the catalyst layers and current-driven crossover.

In any case, equivalent circuits provide an approximated description of the
complex reactions and transport events occurring inside the FC. They have the
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Figure 4.
Multiphysics equivalent circuits capable of simulating electrical, chemical, and mass transport interactions
(courtesy of IEEE Trans. on Industrial Electronics).
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merit to highlight separately single events (such as the ohmic losses in the
electrolyte), thus allowing to easily study the effects of the variation of single
quantities/parameters on the FC behavior. The main drawback of circuit models is
that complex interactions and nonlinearity are not simulated in detail. More
importantly, they can be implemented into circuit simulation software, to study the
electrical interface of the FC with the power management electronics and system
supervisor that is devoted to provide FC control, in order to study the overall
system dynamics [16].

5. Distributed parameter models

The knowledge of how physical fields (electric field, current density, flow,
velocity, temperature, species concentrations) are distributed within internal com-
ponents constitutes a pivotal aspect in FC analysis and design, since gradients and
irregularities hamper the achievement of optimal performance, but they can not be
gripped by zero-dimensional, lumped models. On the other hand, distributed
models have to cope with additional challenges deriving from the huge number of
grid points needed for a complete tessellation of the multilayer 3-D domain,
resulting in issues of “curse of dimensionality” which can hardly be faced without
resorting to supercomputers. Parallel computing with domain decomposition can
overcome this challenge if less powerful computers are used, by assigning one
subdomain to each processor and implementing the few interactions between
subdomains. The two electric potentials, for the electronic and electrolyte phases,
are coupled by the surface overpotentials at the catalyst layers, where reaction
kinetics is modeled by the Butler-Volmer equation. In the case of a one-dimensional
formulation, Newton’s method is an efficient algorithm to integrate the equations,
with LU factorization used at each interaction. Nevertheless, in the case of 2-D and
3-D formulations, the sparse Jacobian matrix produced by Newton’s method is too
large to be efficiently handled. In this case, Gauss elimination with a generalized
minimal residual subroutine (GMRES) preconditioned with a Gauss-Seidel block
and a multigrid algorithm has proven to be more suitable to face the non-symmetric
Jacobian matrix.

5.1 Proton exchange membrane fuel cells

Typical multiphysics coupled models include, among others, proton conduction,
water and fuel transport, joule dissipation, and thermal diffusion. The models,
typically discretized with the finite element method (FEM), pose significant
numerical challenges. Some commercial simulation tools like COMSOL®

Multiphysics allow the solution of general time-dependent systems of partial dif-
ferential equations [25] and are therefore very useful tools for this class of problems.
For the computation of the fluid-dynamic field, particularly in the case of turbulent
motion at high Reynolds numbers, the finite volume method is also used. Ansys
Fluent® is a commercial package based on this method particularly efficient in
modeling fuel cells. PEM fuel cells, as the name implies, are based on proton-
conducting polymeric membranes. The most commonly used material for their
realization is persulfonated polytetrafluoroethylene, commercialized as Nafion® by
Chemours. This material has a structure similar to the one of PTFE, but is
functionalized with sulfonic acid groups providing charge sites for proton conduc-
tion [7]. If the membrane is properly hydrated, protons can form hydronium
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complexes which once freed from sulfonic acid groups can move through the
membrane. In these conditions, that is, proper hydration, proton conduction
strongly depends on the water content and the temperature of the membrane, and
can reach values as high as 20 S m�1 at 100°C.

5.1.1 Electrical conductivity model

As briefly mentioned above, protonic conduction in Nafion® strongly depends
on the temperature, since the mechanism is based on charged particles jumping
from site to site, with a rate described by the diffusivity D. This statistical parameter
depends on the activation barrier energy which exhibits an exponential dependence
on the temperature T according to the law:

D ¼ Do e�Wai=kT (21)

where Do is a diffusivity reference value, Wai is activation barrier energy, and k
is Boltzmann’s constant. The charged particle mobility μ is proportional to D
according to the Einstein relation:

μ ¼ zj jFD
RT

(22)

with |z| the ion charge number, so that the proton conductivity σ = ρc μ can be
written as:

σ ¼ zFð Þ2 cDo

RT
e�Wai=kT ¼ σo e�Wai=kT (23)

being ρc = |z|, Fc the charge density, and c the molar concentration.
Apart from the temperature, the proton conductivity also depends on the water

content in the membrane. A common modeling approach to represent such depen-
dence is based on the hydration λ, that is, the ratio between the number of water
molecules and the number of charge sites available for proton conduction. In the
specific case of Nafion®, such ratio can be rewritten in a modified form using the
water concentration cw and the sulfonic acid concentration cas, that is, λ = cw/cas. In
absence of more sophisticated models, a linear dependence of conductivity on
hydration can be assumed:

σ ¼ α λ ¼ 0:5139 λ S=m (24)

where λ is derived from a correlation empirically derived for Nafion® [7]. Com-
bining the above, the factorized expression of σ(λ,T) is obtained:

σ λ, Tð Þ ¼ αλ e
Wai
k

1
303�1

Tð Þ (25)

with Wai/k = 1268 K for ions hopping. This is a more sophisticated model than
the one expressed by Eq. (9). The conductivity σ influences the scalar potential φ
according to the charge conservation equation in quasi-static conditions:

∇ � σ λ, Tð Þ∇φ ¼ 0 (26)

which shows that the distribution of φ depends on λ and T.
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5.1 Proton exchange membrane fuel cells
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Multiphysics allow the solution of general time-dependent systems of partial dif-
ferential equations [25] and are therefore very useful tools for this class of problems.
For the computation of the fluid-dynamic field, particularly in the case of turbulent
motion at high Reynolds numbers, the finite volume method is also used. Ansys
Fluent® is a commercial package based on this method particularly efficient in
modeling fuel cells. PEM fuel cells, as the name implies, are based on proton-
conducting polymeric membranes. The most commonly used material for their
realization is persulfonated polytetrafluoroethylene, commercialized as Nafion® by
Chemours. This material has a structure similar to the one of PTFE, but is
functionalized with sulfonic acid groups providing charge sites for proton conduc-
tion [7]. If the membrane is properly hydrated, protons can form hydronium
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complexes which once freed from sulfonic acid groups can move through the
membrane. In these conditions, that is, proper hydration, proton conduction
strongly depends on the water content and the temperature of the membrane, and
can reach values as high as 20 S m�1 at 100°C.

5.1.1 Electrical conductivity model

As briefly mentioned above, protonic conduction in Nafion® strongly depends
on the temperature, since the mechanism is based on charged particles jumping
from site to site, with a rate described by the diffusivity D. This statistical parameter
depends on the activation barrier energy which exhibits an exponential dependence
on the temperature T according to the law:

D ¼ Do e�Wai=kT (21)

where Do is a diffusivity reference value, Wai is activation barrier energy, and k
is Boltzmann’s constant. The charged particle mobility μ is proportional to D
according to the Einstein relation:

μ ¼ zj jFD
RT

(22)

with |z| the ion charge number, so that the proton conductivity σ = ρc μ can be
written as:

σ ¼ zFð Þ2 cDo

RT
e�Wai=kT ¼ σo e�Wai=kT (23)

being ρc = |z|, Fc the charge density, and c the molar concentration.
Apart from the temperature, the proton conductivity also depends on the water

content in the membrane. A common modeling approach to represent such depen-
dence is based on the hydration λ, that is, the ratio between the number of water
molecules and the number of charge sites available for proton conduction. In the
specific case of Nafion®, such ratio can be rewritten in a modified form using the
water concentration cw and the sulfonic acid concentration cas, that is, λ = cw/cas. In
absence of more sophisticated models, a linear dependence of conductivity on
hydration can be assumed:

σ ¼ α λ ¼ 0:5139 λ S=m (24)

where λ is derived from a correlation empirically derived for Nafion® [7]. Com-
bining the above, the factorized expression of σ(λ,T) is obtained:

σ λ, Tð Þ ¼ αλ e
Wai
k

1
303�1

Tð Þ (25)

with Wai/k = 1268 K for ions hopping. This is a more sophisticated model than
the one expressed by Eq. (9). The conductivity σ influences the scalar potential φ
according to the charge conservation equation in quasi-static conditions:

∇ � σ λ, Tð Þ∇φ ¼ 0 (26)

which shows that the distribution of φ depends on λ and T.
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5.1.2 Hydration model

A critical issue in modeling PEMFCs consists in providing an accurate descrip-
tion of the hydration effects, which rules proton conductivity [26]. The distribution
of λ in the membrane can be computed resorting to specific equations at the
surfaces and in the bulk. For the membrane bulk, two mechanisms are taken into
account, namely electro-osmotic drag and back-diffusion, giving rise to the follow-
ing expression of the water molar flow:

Nw ¼ Nwe þNwd ¼ ξλ
J
zj jF �Dw cas∇λ (27)

where Ni is the ionic molar flow vector and J the current density vector, and Dw

is the water diffusivity in the membrane. This equation is nonlinear because Dw

itself depends on λ and also on T. Such dependences can be expressed by factorizing
the statistical mechanics exponential dependence on T with a polynomial regression
obtained from experimental data:

Dw λ, Tð Þ ¼
X3
i¼0

di λi e
Waw
k

1
303�1

Tð Þ (28)

where Waw/k = 2416 K for water in Nafion® and d0 = 2.563671 � 10�6,
d1 = �0.33671 � 10�6, d2 = 0.0264 � 10�6, and d3 = 0.000671 � 10�6 for Dw (in
cm2 s�1). The dynamics of Nw is ruled by Fick’s second law, which can be written in
terms of λ:

∇ �Nw þ cas ∂t λ ¼ 0 (29)

Letting Eq. (27) in Eq. (29) and assuming |z| = 1 for protons provide the
following diffusion equation:

∇ �Dw∇λ� ∂t λ� ∇ � ξλ J
cas F

¼ 0 (30)

According to Maxwell’s equations, the current density J can be expressed in
terms of φ, so that Eq. (30) becomes:

∇ �Dw λ, Tð Þ∇λ� ∂t λ� ∇ � ξλ

cas F
σ λ, Tð Þ∇φ ¼ 0 (31)

Imposing interfaces conditions at the electro-catalyst layers is troublesome since
the precise distribution of λ at such surfaces cannot be determined with sufficient
accuracy. However, hydration can be expressed in terms of a more easily repre-
sentable quantity, that is, the water vapor activity (that is, the relative humidity).
The relationship between these two physical quantities can be modeled by resorting
to an empirical relationship [27], which in turn can be expressed as a function of the
water vapor pressure by another empirical model.

5.1.3 Thermal model

Since most of quantities appearing in the conductivity and hydration models
depend on temperature, it is also necessary to take into account the transient heat
equation:

36

Thermodynamics and Energy Engineering

ρ cp ∂t T � ∇ � k λð Þ∇T � σ λ, Tð Þ ∇φj j2 ¼ 0 (32)

where ρ is the hydrated Nafion® density, cp its specific heat, and k(λ) the
thermal conductivity. According to data given in [28], k = 0.12 + 0.81λ (Wm�1 K�1)
can be assumed. The last term at the left-hand side represents Joule’s losses.

5.1.4 Coupled multiphysics model

The complete model to be solved is assembled from the above equations together
with proper boundary (time-dependent Dirichlet and homogeneous Neumann) and
initial conditions. The specific characteristics of the set of partial differential equa-
tions together with the high aspect ratio of the geometry (i.e., the very small
thickness of the membrane compared to its extension in the plane) lead, after
discretization with FEM, to a badly conditioned system of linear equations. The
system tends to be quite large so that direct solvers may become inapplicable and it
is also difficult to precondition so that iterative solvers tend to converge slowly or to
fail altogether. Due to the strong nonlinearity of the complete coupled problem, a
further numerical challenge concerns the nonlinear solver, typically the Newton-
Raphson (NR) algorithm, which usually converges only, if at all, with strong under-
relaxation.

The numerical solution of the final system may require substantial effort in
correctly setting linear and nonlinear solver parameters to achieve convergence.
Extreme care is needed in the choice of the drop tolerance if GMRES coupled to an
ILU pre-conditioner with threshold is applied to solve the linear system arising in
Newton’s method. Numerical experiments have shown that the selection of the drop
tolerance needed to obtain convergence is highly problem-dependent so that the
only way to reliably obtain a solution was to apply an efficient direct solver
(PARDISO®). This however limited the maximum admissible problem size on the
available hardware. Furthermore, the fully coupled nonlinear system of equations
can typically not be solved in its complete assembled form by the standard NR
technique, even with strong under-relaxation. The problem was therefore solved
with a further iterative loop, that is, a so-called “segregated solution,” in which one
or more blocks of equations are fed into the next one in a simple iteration until
convergence. In our specific case, the electrical model formed the first block, and its
solution was inserted into the thermal model; then, the solution of both was used in
the diffusion model. An important technological problem in the construction of
PEM fuel cells is the reproducibility of the production process in the case of large
membranes. In particular, variations in the thickness can result in hot spots which
can cause aging effects and may lead to membrane failure. In order to investigate
such effects, a lens-shaped compression of 2 mm radius and 50 μm depth (1/4 of the
total PEM thickness of 200 μm) was studied. Results show an increase in current
density in the order of 100%, leading to strong localized overheating (Figure 5).

5.2 Direct methanol fuel cells

Spatially resolved analyses of DMFCs allow studying their limitations, like slug-
gish kinetics and methanol crossover. These models resort to a detailed description
of the real device geometry and materials, and of local nonlinear physics phenom-
ena such as heat, momentum, multicomponent mass transport, and electrochemical
processes. Early distributed parameter models were multi-domain ones, in the sense
that the problem variables were defined in separated domains by introducing
appropriate internal boundary conditions. As an example, in [12], the equations
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Imposing interfaces conditions at the electro-catalyst layers is troublesome since
the precise distribution of λ at such surfaces cannot be determined with sufficient
accuracy. However, hydration can be expressed in terms of a more easily repre-
sentable quantity, that is, the water vapor activity (that is, the relative humidity).
The relationship between these two physical quantities can be modeled by resorting
to an empirical relationship [27], which in turn can be expressed as a function of the
water vapor pressure by another empirical model.

5.1.3 Thermal model

Since most of quantities appearing in the conductivity and hydration models
depend on temperature, it is also necessary to take into account the transient heat
equation:
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is also difficult to precondition so that iterative solvers tend to converge slowly or to
fail altogether. Due to the strong nonlinearity of the complete coupled problem, a
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Extreme care is needed in the choice of the drop tolerance if GMRES coupled to an
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can typically not be solved in its complete assembled form by the standard NR
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with a further iterative loop, that is, a so-called “segregated solution,” in which one
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PEM fuel cells is the reproducibility of the production process in the case of large
membranes. In particular, variations in the thickness can result in hot spots which
can cause aging effects and may lead to membrane failure. In order to investigate
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total PEM thickness of 200 μm) was studied. Results show an increase in current
density in the order of 100%, leading to strong localized overheating (Figure 5).
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Spatially resolved analyses of DMFCs allow studying their limitations, like slug-
gish kinetics and methanol crossover. These models resort to a detailed description
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appropriate internal boundary conditions. As an example, in [12], the equations
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describing the concentration and potential distribution within the electrode were
solved numerically using the finite difference method (FDM) and Newman’s BAND
algorithm for the resulting simultaneous nonlinear equations. After the introduction
of computational fluid dynamics (CFD) in the simulation of fuel cells, mostly
single-domain models have been developed. The main advantages over the multi-
domain approach is that internal BCs and continuity conditions at each domain
interface are not required, thus simplifying the model geometry construction and
speeding up problem set-up into a commercial CFD code. Single-domain CFD
models can be classified into two-dimensional (2-D) and three-dimensional (3-D)
models, depending on the simplifying assumptions on geometry and on boundary
conditions. 2-D models generally provide a strong reduction in terms of computa-
tional cost, but their solution is less accurate compared to 3-D models.

5.2.1 DMFC two-dimensional models

A two-phase, multicomponent-flow 2-D model of a DMFC that accounted for
capillary effects in both anode and cathode backings was developed [29]. In addi-
tion to electrochemical reactions, this model takes into account diffusion and con-
vection of both gas and liquid phases in backing layers and flow channels. The effect
of mixed potential related to methanol oxidation at the cathode, as a result of
methanol crossover caused by diffusion, convection, and electro-osmosis, is simu-
lated as well. Multiphysics equations are solved after discretization by the finite
volume method (FVM). Numerical results concerning polarization curves are vali-
dated by experimental measurements. The main contribution of this work is the
two-phase flow modeling of the anode, that is, the gas phase at the anode saturated
with water and methanol and the liquid phase saturated with CO2. Numerical
analysis shows that gas-phase transport is one of the major issues affecting the fuel
cell performance. In [30], a similar two-phase, two-dimensional model is presented.
A capillary pressure function is used in order to simulate the methanol adsorption of
backing materials. In addition, detailed multistep reaction models for both ORR and
methanol oxidation as well as the Stefan-Maxwell formulation for gas diffusion are
proposed. The effect of methanol and water crossover trough the membrane is

Figure 5.
Local increase of current density due to a manufacturing defect (courtesy of IEEE Trans. on Magnetics).
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accounted for in [31]. The two-phase mass transport in the anode and cathode
porous regions is formulated based on the classical multiphase flow in porous
media. A micro-agglomerate model, that is able to reflect the effect of the micro-
structure of the catalyst layer on cell performance, is proposed. The resulting
polarization curves and methanol crossover rates at different concentrations are in
very good agreement with experimental data. In [32], a realistic passive liquid-feed
DMFC in transient charge/discharge conditions is simulated. The main contribution
of this work is that effects of feed methanol concentration in the reservoir and
current density on both mass transport and performance are investigated. Analyses
show that when the initial feed concentration in the reservoir decreases, methanol
crossover is minimized, but the fuel cell runtime is shortened. Recent works, for
example [33], provide a detailed description of the whole DMFC system, including
reservoirs. By developing a transient multiphase model of a passive cell, the effects
of operating current density, voltage, micro-porous layer, and methanol feeding
condition are comprehensively investigated for the whole operating processes, that
is, with the fuel tank evolving from full to empty. Results highlight that for all
operating conditions, it is necessary to operate at moderate current density or
voltage to limit the methanol crossover and ensure the energy conversion effi-
ciency. A 2-D multiphase non-isothermal mass transfer model for the DMFC is
presented in [34]. The model includes the reaction of methanol and oxygen at the
anode and cathode and the diffusion of every component involved in the DMFC,
such as water, oxygen, and methanol at the diffusion layer and methanol crossover.
It is shown that a maximum output power can be achieved for optimal temperature
and concentration values.

5.2.2 DMFC three-dimensional models

A few papers are reported on 3-D two-phase DMFC models, which can capture
the species distributions and the transport limitations along any direction inside the
DMFC. Ref. [35] proposes a 3-D, two-phase, multicomponent model. Catalyst
layers are incorporated in the computational domain instead of being modeled as
zero-thickness interfaces. This model includes the effects of the second phase on the
reduction of active catalyst surface areas and the mixed potential effects due to
methanol crossover. The amount of carbon dioxide obtained from 3-D models
indicates that the porosity of the anode diffusion layer plays a very important role in
the DMFC performance. With a low porosity, the produced carbon dioxide cannot
be removed effectively from the catalyst layer, thus reducing the active catalyst
surface area as well as blocking methanol from reaching the reaction area. Ref. [31]
extends the 2-D two-phase mass transport model for liquid-feed DMFCs to a fully
3-D model. The two-phase mass transport in the anode and cathode porous regions
is formulated based on the multiphase flow theory in porous media without
defining the mixture pressure of gas and liquid and assuming a constant gas
pressure in the porous regions. The interaction between the phases in this 3-D
model is captured by taking into account the effect of non-equilibrium evaporation/
condensation at the phase interface, as opposed to the assumption of other models
of thermodynamic equilibrium condition between the phases. From 3-D analysis,
it can be observed that methanol concentration in the diffusion layer is higher in
the channel than under the ribs, demonstrating that the flow-field channels cause
methanol to be distributed unevenly over the reaction area (Figure 6).

In [36], a commercial flow solver (i.e., Ansys Fluent®) is used to solve at the
same time flow, species, and charge transport equations. 3-D simulations are carried
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accounted for in [31]. The two-phase mass transport in the anode and cathode
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DMFC in transient charge/discharge conditions is simulated. The main contribution
of this work is that effects of feed methanol concentration in the reservoir and
current density on both mass transport and performance are investigated. Analyses
show that when the initial feed concentration in the reservoir decreases, methanol
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example [33], provide a detailed description of the whole DMFC system, including
reservoirs. By developing a transient multiphase model of a passive cell, the effects
of operating current density, voltage, micro-porous layer, and methanol feeding
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is, with the fuel tank evolving from full to empty. Results highlight that for all
operating conditions, it is necessary to operate at moderate current density or
voltage to limit the methanol crossover and ensure the energy conversion effi-
ciency. A 2-D multiphase non-isothermal mass transfer model for the DMFC is
presented in [34]. The model includes the reaction of methanol and oxygen at the
anode and cathode and the diffusion of every component involved in the DMFC,
such as water, oxygen, and methanol at the diffusion layer and methanol crossover.
It is shown that a maximum output power can be achieved for optimal temperature
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it can be observed that methanol concentration in the diffusion layer is higher in
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In [36], a commercial flow solver (i.e., Ansys Fluent®) is used to solve at the
same time flow, species, and charge transport equations. 3-D simulations are carried
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out in order to explore mass transport phenomena occurring in DMFCs for portable
applications as well as to reveal an interplay between the local current density and
methanol crossover rate. In [37], 3-D modeling is then extended to transient condi-
tions. The authors note that cathode processes, for example oxygen and water
transport coupled to electrochemical reaction, are inherently transient so that an
unsteady-state model gives more accurate prediction than a steady-state model.
Numerical simulations indicate that the cathode catalyst layer porosity has major
effects on oxygen transfer and water removal. A three-dimensional multiphase
model of DMFC is developed in [38], in which the Eulerian-Eulerian model is
adopted to treat the gas and liquid two-phase flow in channel. By 3-D simulation,
cell performance is found to be severely affected by accumulation of carbon dioxide
mainly at the anode channel and by high-temperature operations. Ref. [39] shows
that three-dimensional models are suitable for analyzing DMFC stacks with flowing
electrolyte. A multiscale approach is therefore proposed in order the reduce the
computational cost arising from 3-D modeling of the entire stack geometry. By this
solution strategy, fully 3-D flow fields, backing layers, and membranes are
numerically solved, whereas electrochemical reactions are analytically
simulated.

It should be finally noted that multiphysics models coupling electrochemical
reactions, methanol, water, and heat transport are still under investigation due to
their high complexity.

5.3 Solid oxide fuel cells

Three different designs are used in planar SOFCs depending on their operating
temperatures. High-temperature SOFCs (around 1000°C) usually present an
electrolyte-supported structure, with thin electrodes (e.g., 50 μm) supported by a
thick electrolyte (above 100 μm) [1]. The high temperature ensures so high a
conductivity that the electrolyte resistance remains within acceptable values. In
low-temperature SOFCs (though not less than 600°C), thinner electrolytes are used
(e.g., 20 μm) and the cell is supported by either anode or cathode (300–1500 μm)
with the other electrode being thinner (e.g., 50 μm). Understanding the
multiphysics behavior is indispensable in identifying optimal design and operation
of such SOFCs and a multiphysics numerical model is required at this purpose. Both

Figure 6.
Methanol concentration in the anode and membrane (unit: m3/s) [30] (courtesy of Electrochimica Acta).
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Fluent and STAR-CD have been applied with success to this task, providing pre-
cious information on the internal distribution of reactant and product, current
density, temperature, and stress and, more generally, on the detailed operation of a
SOFC. Models can include different fuels such as H2 and CO and can take into
account internal reforming by means of a catalytic chemical reaction [40]. More-
over, transport phenomena are not as complex as in a PEFC and DMFC.

Due to the high working temperatures, their gradients contribute to stress for-
mation, which is a major technical issue of SOFC. Consequently, early modeling
studies were aimed at predicting the current and temperature distributions,
whereas flow and multicomponent transport were typically simplified. The subse-
quent use of CFD models has allowed more detailed three-dimensional multiphysics
analyses. A Fluent-based CFD model has been developed by [41] to describe reac-
tant flow, transport, and electrochemical reaction in a SOFC. STAR-CD was com-
bined to an electrochemistry module by [42] to simulate a SOFC. Results showed
that the co-flow reactant distribution at anode and cathode had the most uniform
temperature distribution and the smallest thermal gradients. As a drawback, this
approach treated the electrodes-electrolyte as a solid component, neglecting mass
diffusion that is important in the case of thick electrodes. The effect of mass
transport in a thick electrode has been analyzed by [43] in a two-dimensional study
that couples mass and heat transport and included methane/steam reforming by
means of a catalytic chemical reaction. Basically, in three-dimensional analysis, the
governing equations for conservation of mass, momentum, species, thermal energy,
electric charge, and electrochemical kinetics in anode and cathode of a SOFC are the
same as those of a PEMFC, except that water transport through the electrolyte is not
considered [44]. Orthogonal meshes are typically used in modeling planar SOFCs. A
five-channel geometry can be modeled with 80 � 80 � 35 mesh, resulting in
224,000 cells, on which the model can converge in some 300 iterations. Simulations
of this kind reveal how current density increases in correspondence of the channels
in the current collectors, where the electrodes receive more reactants. The effect of
the flow channel design on the cell performance can be analyzed in detail with such
numerical tools. Due to high operating temperature, experimental validation of the
numerical model is particularly challenging and few works are reported in the
literature on this topic.

6. Optimization and identification

6.1 Optimization

A number of nonlinear deterministic optimization methods (DOMs) have been
applied to PEMFCs in the last decade, proving successful in dealing with specific
tasks. Least squares methods have been applied to the estimation of single material
parameters as well as parameters evolution under degradation events [2]. The
gradient method has been exploited in the search for optimal designs and parame-
ters evolution, such as cathode configuration optimization, geometric optimization,
and flow field serpentine optimization [45]. A review of deterministic optimization
methods used for identification problems in PEMFCs is given in [46].

Deterministic methods are known for their efficiency, that is, speed of
convergence, but their applicability may be hindered, depending on the specific
algorithm, by lack of flexibility in handling arbitrary constraints, sensitivity to
noise in the objective function, possible need of function derivatives, and prema-
ture convergence to local minima. On the other hand, stochastic optimization
methods (SOMs), in spite of their comparatively low efficiency, typically overcome
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Figure 6.
Methanol concentration in the anode and membrane (unit: m3/s) [30] (courtesy of Electrochimica Acta).
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the above-mentioned shortcomings of deterministic methods. Although the con-
vergence to the global optimum for SOMs is only asymptotically guaranteed, there
is abundant numerical evidence that very good solutions can be obtained for many
problems, including FC design problems. It is worth noticing that a crucial feature
of FC circuit models is that they avoid partial differential equations, thus resulting
in numerical formulations with relatively low computational costs, which make
them ideally suited for SOMs. It should also be noted that since optimization
problems related to PEMFCs are characterized by highly nonlinear device models,
the resulting objective functions subject to minimization have many local minima,
which need to be all identified in the search for the global one. Therefore, for this
type of problems, stochastic optimizers may end up being almost as efficient as
deterministic ones. A further advantage, which however is also shared by some
deterministic methods, is that stochastic optimizers can also deal with non-
differentiable or fully discrete, optimization problems. In recent years, the
application of stochastic methods for the solution of FC optimization problems has
been constantly increasing, and interesting results have been reported, for exam-
ple, with genetic algorithms (GA) [47], particle swarm optimization (PSO) [48],
and differential evolution (DE) [49]. The above-mentioned methods are all
population-based, that is, they explore several candidate solutions concurrently,
which makes them ideally suited for parallelization. SOMs can also be combined
among them or hybridized with DOMs in order to tailor their behavior to the
specific optimization problem. Multiobjective stochastic approaches have also been
recently investigated [50].

6.2 Identification

Since fuel cells present a stratified structure of thin layers made of different
materials, analyzing their behavior requires the full characterization of these mate-
rials, that is, the determination of their chemical, physical, thermal, and electrical
parameters. The identification of these parameters is crucial for guiding the
research for advanced functionalized materials. These parameters are also needed in
FC models, used in the fast exploration of different operating scenarios and in the
research of optimized structural design and operating conditions [51]. The systems
of equations involved (Nernst equation, Butler-Volmer equation, Darcy’s equation,
Fourier’s law, Ohm’s law, etc.) are strongly nonlinear, making the models extremely
sensitive to parameter variations and uncertainties.

Unfortunately, they are hard to measure in real operating conditions and their
identification still remains challenging when dealing with direct measurements.
Careful ex situ measurements can be performed by means of a number of diagnostic
techniques; however, the transferability of results to operative fuel cells raises a
number of issues. Conversely, in situ measurements can provide meaningful oper-
ational values, but very few, often complicated and cumbersome, techniques are
available to determine a limited number of parameters. A different approach con-
sists in tackling the identification of multiple parameters by using a very large body
of experimental data collected at different of physical conditions (e.g., temperature,
pressure, and humidity). However, this approach suffers from the well-known
“curse of dimensionality,” that is, the problem becomes exponentially harder to
solve as the number of parameters increases. This challenging problem can be
approached with an optimization procedure (i.e., the search of the minimum of a
function ƒ(x)). When using optimization algorithms for model parameter identifi-
cation, x is the n-dimensional vector of the unknown parameters to be identified
and ƒ(x) consists in an error function that assesses the difference between the
output of the parameter-based model and the measurements. The parameter
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identification problem is a constrained one, that is, the domain Awhere x values are
defined is supplemented with a number of constraints and the problem is also
typically burdened by model nonlinearity, as is the case of an FC model, which
results in the non-convexity of ƒ and consequent local minima. Moreover, large
problems lead to high computational cost. Given the problems of “curse of dimen-
sionality,” presence of local minima, and computational costs, smart strategies are
needed to find good solutions, if not the absolute best one, which actually may be
impossible to identify.

In the last decade, stochastic methods have been applied to the study of FC
parameter identification problems and their use has been strongly increasing in the
last 3 years. Studies reported in literature typically aim at using stochastic methods
in order to obtain a good fit of PEMFC polarization curves and usually resort to
simplified empirical PEMFC models. Such models tend to be interpolatory in nature
and contain enough parameters (e.g., 5–7) to allow for a good fit. Given their
nature, fitting a set of empirical parameters to match a given polarization curve is a
relatively easy task for most optimization procedures, but the usefulness of the
obtained results is rather limited. The relatively small number of parameters also
helps in avoiding so-called duplicity problems, that is, multiple distinct solutions
achieving the same minimal values of ƒ. However, duality is not crucial, because
empirical parameters have no direct physical meaning. A more ambitious challenge
consists in identifying several physical parameters of the materials of a PEMFC by
means of an optimization approach. An algorithm of this kind, built over an early
investigation on the capability of stochastic methods to deal with FCs [52], uses a
detailed multiphysical performance model that employs such parameters and takes
into account some physical control quantities [53]. A straightforward use of a
stochastic optimizer with a large number of unknowns and a weakly constrained
nonlinear problem can result in duplicity. In order to overcome it, a possible strat-
egy consists in splitting the overall identification problem into a sequence of distinct
identification sub-problems, each having a lower number of unknowns, and thus
suffering less from the “curse of dimensionality.” This approach basically relies on
isolating a group of equations, dominated by some of the unknowns only, and has
already been applied successfully to fuel-cell problems [54]. This behavior emerges,
for example, since the parameters related to the activation losses and to the con-
centration losses, which are strongly nonlinear, prevail over the ohmic losses, which
are linear at given hydration and temperature, and their identified values tend to
vanish [55]. This behavior can be exploited by separately considering the typical
three parts of the polarization curves. The experimental data obtained at low cur-
rent density can be used to identify the parameters related with activation losses,
while those obtained at high current density can been used to identify the parame-
ters related with the concentration losses. Finally, experimental data at intermediate
current density values can be used to identify the parameters related with the ohmic
losses, which dominate in the central part of the polarization curve (Figure 7).

Some final considerations emerge: first of all, the accuracy and reproducibility
the experimental data and the experimental conditions must increase with growing
number of unknown parameters. This may be hard to obtain in the case of the
polarization curves of PEMFCs, which depend on many factors related to both the
samples under test and the experimental conditions, some of which are hard to
control. Such difficulties can be mitigated by collecting more curves in the same
nominal operating conditions and performing a statistical selection of the data.
Moreover, enriched experimental plans may allow to identify also some parameters
that have a minor effect on the polarization curve, for example, a set of experimen-
tal data obtained at different back pressures may allow the identification of the
anodic exchange current density, which is otherwise masked by the larger effect of
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of equations involved (Nernst equation, Butler-Volmer equation, Darcy’s equation,
Fourier’s law, Ohm’s law, etc.) are strongly nonlinear, making the models extremely
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Unfortunately, they are hard to measure in real operating conditions and their
identification still remains challenging when dealing with direct measurements.
Careful ex situ measurements can be performed by means of a number of diagnostic
techniques; however, the transferability of results to operative fuel cells raises a
number of issues. Conversely, in situ measurements can provide meaningful oper-
ational values, but very few, often complicated and cumbersome, techniques are
available to determine a limited number of parameters. A different approach con-
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pressure, and humidity). However, this approach suffers from the well-known
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identification problem is a constrained one, that is, the domain Awhere x values are
defined is supplemented with a number of constraints and the problem is also
typically burdened by model nonlinearity, as is the case of an FC model, which
results in the non-convexity of ƒ and consequent local minima. Moreover, large
problems lead to high computational cost. Given the problems of “curse of dimen-
sionality,” presence of local minima, and computational costs, smart strategies are
needed to find good solutions, if not the absolute best one, which actually may be
impossible to identify.

In the last decade, stochastic methods have been applied to the study of FC
parameter identification problems and their use has been strongly increasing in the
last 3 years. Studies reported in literature typically aim at using stochastic methods
in order to obtain a good fit of PEMFC polarization curves and usually resort to
simplified empirical PEMFC models. Such models tend to be interpolatory in nature
and contain enough parameters (e.g., 5–7) to allow for a good fit. Given their
nature, fitting a set of empirical parameters to match a given polarization curve is a
relatively easy task for most optimization procedures, but the usefulness of the
obtained results is rather limited. The relatively small number of parameters also
helps in avoiding so-called duplicity problems, that is, multiple distinct solutions
achieving the same minimal values of ƒ. However, duality is not crucial, because
empirical parameters have no direct physical meaning. A more ambitious challenge
consists in identifying several physical parameters of the materials of a PEMFC by
means of an optimization approach. An algorithm of this kind, built over an early
investigation on the capability of stochastic methods to deal with FCs [52], uses a
detailed multiphysical performance model that employs such parameters and takes
into account some physical control quantities [53]. A straightforward use of a
stochastic optimizer with a large number of unknowns and a weakly constrained
nonlinear problem can result in duplicity. In order to overcome it, a possible strat-
egy consists in splitting the overall identification problem into a sequence of distinct
identification sub-problems, each having a lower number of unknowns, and thus
suffering less from the “curse of dimensionality.” This approach basically relies on
isolating a group of equations, dominated by some of the unknowns only, and has
already been applied successfully to fuel-cell problems [54]. This behavior emerges,
for example, since the parameters related to the activation losses and to the con-
centration losses, which are strongly nonlinear, prevail over the ohmic losses, which
are linear at given hydration and temperature, and their identified values tend to
vanish [55]. This behavior can be exploited by separately considering the typical
three parts of the polarization curves. The experimental data obtained at low cur-
rent density can be used to identify the parameters related with activation losses,
while those obtained at high current density can been used to identify the parame-
ters related with the concentration losses. Finally, experimental data at intermediate
current density values can be used to identify the parameters related with the ohmic
losses, which dominate in the central part of the polarization curve (Figure 7).

Some final considerations emerge: first of all, the accuracy and reproducibility
the experimental data and the experimental conditions must increase with growing
number of unknown parameters. This may be hard to obtain in the case of the
polarization curves of PEMFCs, which depend on many factors related to both the
samples under test and the experimental conditions, some of which are hard to
control. Such difficulties can be mitigated by collecting more curves in the same
nominal operating conditions and performing a statistical selection of the data.
Moreover, enriched experimental plans may allow to identify also some parameters
that have a minor effect on the polarization curve, for example, a set of experimen-
tal data obtained at different back pressures may allow the identification of the
anodic exchange current density, which is otherwise masked by the larger effect of
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the cathodic one. On the other hand, a failure of the identification procedure, that
is, a poor fit of the polarization curves with varying operating conditions, typically
hints at weaknesses in the model.

7. Conclusion

The decarbonization of power grids and the development of electric vehicles and
renewable resources are promoting researches on advanced fuel cells for both sta-
tionary and mobile applications. Several programs are running that aim at reducing
costs and improve performance and duration. These researches can be strongly
supported by numerical models which are the core of a computer-aided engineering
approach capable of reducing tentative experimentation by selecting those solutions
which result more competitive on the basis of analytical/numerical computations,
both in terms of device design and its operation. Effective models must take into
account all relevant chemical-physical-electrical quantities, their interdependence,
and their evolutions. These models play an interactive game with diagnostic and
measurement issues, because their reliability depends on their fitting to the cases
under investigation and this occurrence involves the determination of the many
parameters used in nonlinear equations. Design optimizations based on numerical
procedures are strong tools not only in identifying device materials and geometries
capable of competitive performance, but also in determining the whole FC system,
including static converters and system supervisors.

Fuel cell computational modeling confirms to be an important topic of applied
research, involving multiphysics, multiscale problems which are still challenging for
the researchers working on this subject, both at the scientific and industrial level.
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Figure 7.
Identification by means of a hybrid PSO-DE algorithm run simultaneously on all polarization curves. Dashed
lines: experimental, continuous lines: optimized models (courtesy of Journal of Power Sources).
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Acronyms

A area (m2)
a/c anode/cathode (�)
Cdl double-layer capacitance (F)
ci molar concentration (mol m�3)
cp specific heat capacity (J kg�1 K�1)
D diffusion coefficient (m2 s�1)
dm membrane thickness (m)
E0 standard potential (V)
F Faraday constant (A s mol�1)
j electric current density (A m�3)
J electric current density vector (A m�2)
k Boltzmann constant (J K�1)
kT global thermal exchange coefficient (K W�1)
n number of electrons in reaction (�)
N molar flow density (mol m�2 s�1)
Pdiss dissipated power (W)
pi partial pressure (Pa)
R universal gas constant (J mol�1 K�1)
T temperature (K)
V cell voltage (V)
Wa activation energy (eV)
Zw Warburg impedance (Ω)
α charge transfer coefficient (�)
δ electrode thickness (m)
Δŝ molar entropic variation (J K�1)
η overpotential (V)
κ mass transfer coefficient (_)
λ Nafion® hydration (�)
μ charged particle mobility (m2 V�1 s�1)
ξ electro-osmotic drag coefficient (_)
ρ mass density (kg m�3)
σ electric conductivity (S m�2)
φ electric potential (V)
ω angular frequency (rad s�1)
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Abstract

In the work herein we have conducted researches of F-diagram method for the
solar system with thermosyphon circulation-diagram method is based on correla-
tion of a lot of simulations, computed non-dimensional variables. Modeling condi-
tions varied in corresponding ranges of thermosyphon circulation double circuit
solar system practical constructions’ parameters. By means of F-diagram method
there have been computed the environmental monthly temperature values with
correction index, which shows that the monthly average daily heating degree and
direct solar radiation decrease according to weather conditions. It may be noted that
monthly temperature load fraction increases along with the collector square growth.
It demonstrates that the monthly temperature load fraction is higher in summer in
Almaty city (Kazakhstan) (July—the highest value) and lower in winter months
(January, February—the lowest value).

Keywords: flat solar collector, F-diagram method, environmental temperature,
solar radiation, double circuit solar system, thermosyphon circulation

1. Introduction

Solar radiation and environmental temperature measuring represent a compli-
cated problem, as it includes unpredictable weather conditions for designing the
solar system heating, which involves solar system components’ dimensions exact
defining. There are three categories considered upon solar heating systems design-
ing. The first category belongs to the system, in which the collector’s working
temperature is known or it might be assessed, for which radiation critical levels can
be revealed.

The second category is based on the big amount of detailed simulations and
presents the F-diagram method.

The third category includes the short circuit simulation, in which the modeling is
fulfilled by means of meteorological data for representative days and it is called the
sol cost method [1].

In this experiment [2], eight typical Taiwanese solar water heaters, which were
connected in series, were considered. The degree of temperature stratification and
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(January, February—the lowest value).
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1. Introduction

Solar radiation and environmental temperature measuring represent a compli-
cated problem, as it includes unpredictable weather conditions for designing the
solar system heating, which involves solar system components’ dimensions exact
defining. There are three categories considered upon solar heating systems design-
ing. The first category belongs to the system, in which the collector’s working
temperature is known or it might be assessed, for which radiation critical levels can
be revealed.

The second category is based on the big amount of detailed simulations and
presents the F-diagram method.

The third category includes the short circuit simulation, in which the modeling is
fulfilled by means of meteorological data for representative days and it is called the
sol cost method [1].

In this experiment [2], eight typical Taiwanese solar water heaters, which were
connected in series, were considered. The degree of temperature stratification and
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consumption of thermosyphon in a horizontal tank is estimated. The system was
tested without load, with interruptions and constant load conditions. The results
showed that stratification of the state was observed in tanks under load.

The researchers compared the gap filler in the results on the scale of complexity
in the simulation program from the programs F-diagrams [3].

In the study [4], referring to the method of F-diagrams calculated coefficient of
thermal characteristics of the solar collector.

Usage of F-diagram method for active premises heating systems applying the
working liquid is the thermal research basis [1]. Applying this method thereof we
can assess the fraction of total heating load, which can be provided by the solar
energy system. In the method the primary project variable is a collector’s square,
and the secondary variables are accumulator capacity, collector type, dimensions of
heat exchanger load and collector and liquid flow speed. F-diagrams have been
developed for three system standard configurations: liquid and air, used for pre-
mises heating (and hot water) and systems for only hot water [1]. In this study [5],
solar systems are analyzed using the F-chart method in order to satisfy the hot water
needs of hotels. The annual fraction and heat loads for different solar collector’s area
and number of people is estimated. Flat plates and vacuum tube collectors are
compared and analyzed.

Kalogirou used for protection from freezing water ethylene glycol, necessary for
solar heating system operation [6].

In order to assess the solar energy potential, falling onto the territory in any
region, it is necessary to have data on the solar energy potential. Based on actual
observations and theoretical computations generalization we can obtain the follow-
ing data: annual and latitudinal movement of potential monthly and annual sums of
direct solar radiation, falling onto the perpendicular surface under the clear sky
conditions; the data on sun shine duration; sunshine daily move; radiation for the
annual typical days; maps of distributing the average monthly radiation amounts
for June and December on Kazakhstan territory [7].

In the article herein, using the F-diagram method, the authors have designed the
solar heating system and definition of total thermal load fraction (load on household
water and heating), which will be supplied with solar energy with a view to the
family, consisting of six people in Almaty city. The research includes the influence
of the collector’s different squares and storage capacity per the collector square
meter and collector tilter the load share, maintained by the solar energy. As well,
there will be studied an annual behavior of solar load share and monthly load
change within a year.

2. System description

System’s standard configuration, used in the given work frame, to which the
F-diagram method will be applied, has been shown on the Figure 1. The system
herein makes use of the liquids (commonly, water or antifreeze solution) as a heat
carrier and water as a storage medium [5]. Flat solar collectors with thermosyphon
circulation are used for transforming the falling solar radiation into the thermal
heat. The energy thereof is accumulated in the form of notable heat in the tank for
the liquid storage and used, when the need arises, to provide premises and water
heating.

Proposed system operation is executed as follows (Figure 1). The solar energy E
with temperature t0 is absorbed by solar collector (1) with temperature t1, heating
the flow, the solar energy moves through a translucent insulating glazing unit (2).
The heat, received from the solar stream, heats the liquid in coils (3), which is
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removed from a collector, and instead of it there incomes cold water from the water
pipeline with a valve for cold water (8) and from the syphon of а dosimeter tank
(7) there takes place constant thermosyphon circulation by means of circulation
tube (10). Further the liquid enters a thermal pump (11), which consists of a
condenser evaporator (12) with temperature t2, with a heat exchanger in the form
of a spiral, absorbing the heat carrier heat, lowers its temperature down the atmo-
spheric temperature (Q2) using the speed control valve (14), thereby serving to the
heat additional absorption from the atmospheric air. The scheme also shows the
solar irradiation, reflected from semi translucent cover (Q0) and an absorbing panel
surface (Q1). In the thermal pump there is fulfilled a heat exchanger energy trans-
fer, at respectively low temperature, to a condenser heat exchanger’s heat carrier
(15) in the form of a spiral with higher temperature t2, which increases the square,
as well, a heat exchanger intensity. To execute the cycle thereof we use a compres-
sor (13) with temperature t3, with an electric drive (17). Hereafter, by means of a
condenser heat exchanger (15) with temperature t4, the heat from a thermal pump
(Q5) is transferred to a heat exchanger’s accumulator tank Q6 with temperature t6of
the heating system (18). As the installation has two circuits, it is provided with
automatic circulation pumps (19, 20) for liquid circulation between the solar col-
lector and evaporator, condenser and accumulator tank. The water temperatures
brought to the demanded technological level and supplied to a consumer for water
provision and heating.

Figure 2 demonstrates the model of the flat solar collector. The main point and
novelty is in the fact that in distinction from the known designing principle, the
collector contains a translucent glazing unit (2) with double glass and reduced
pressure, as well as a parametric frame (1). A wooden frame’s bottom (7) has been
made of plywood with 8 mm thickness and stuck a heat sealing film (5) with foil. In
the gap between a glazing unit and frame’s bottom there has been laid a flexible
4ϕ16 mm thin walled stainless corrugated pipe in the coil form. Pipe edges are
attached to the inlet and outlet protruding tubes (6) (Table 1).

Figure 3 shows a flat solar collector’s mockup. The solar collector is the main
heat generating unit of the solar installation. To reach a preset aim we have devel-
oped a principally new flat solar collector, based on which there will be constructed
various types solar installations, used for water heating and buildings and premises
heating.

Figure 1.
Principal diagram of double circuit solar installation with thermosyphon circulation.
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heat. The energy thereof is accumulated in the form of notable heat in the tank for
the liquid storage and used, when the need arises, to provide premises and water
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with temperature t0 is absorbed by solar collector (1) with temperature t1, heating
the flow, the solar energy moves through a translucent insulating glazing unit (2).
The heat, received from the solar stream, heats the liquid in coils (3), which is
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(7) there takes place constant thermosyphon circulation by means of circulation
tube (10). Further the liquid enters a thermal pump (11), which consists of a
condenser evaporator (12) with temperature t2, with a heat exchanger in the form
of a spiral, absorbing the heat carrier heat, lowers its temperature down the atmo-
spheric temperature (Q2) using the speed control valve (14), thereby serving to the
heat additional absorption from the atmospheric air. The scheme also shows the
solar irradiation, reflected from semi translucent cover (Q0) and an absorbing panel
surface (Q1). In the thermal pump there is fulfilled a heat exchanger energy trans-
fer, at respectively low temperature, to a condenser heat exchanger’s heat carrier
(15) in the form of a spiral with higher temperature t2, which increases the square,
as well, a heat exchanger intensity. To execute the cycle thereof we use a compres-
sor (13) with temperature t3, with an electric drive (17). Hereafter, by means of a
condenser heat exchanger (15) with temperature t4, the heat from a thermal pump
(Q5) is transferred to a heat exchanger’s accumulator tank Q6 with temperature t6of
the heating system (18). As the installation has two circuits, it is provided with
automatic circulation pumps (19, 20) for liquid circulation between the solar col-
lector and evaporator, condenser and accumulator tank. The water temperatures
brought to the demanded technological level and supplied to a consumer for water
provision and heating.

Figure 2 demonstrates the model of the flat solar collector. The main point and
novelty is in the fact that in distinction from the known designing principle, the
collector contains a translucent glazing unit (2) with double glass and reduced
pressure, as well as a parametric frame (1). A wooden frame’s bottom (7) has been
made of plywood with 8 mm thickness and stuck a heat sealing film (5) with foil. In
the gap between a glazing unit and frame’s bottom there has been laid a flexible
4ϕ16 mm thin walled stainless corrugated pipe in the coil form. Pipe edges are
attached to the inlet and outlet protruding tubes (6) (Table 1).

Figure 3 shows a flat solar collector’s mockup. The solar collector is the main
heat generating unit of the solar installation. To reach a preset aim we have devel-
oped a principally new flat solar collector, based on which there will be constructed
various types solar installations, used for water heating and buildings and premises
heating.
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Principal diagram of double circuit solar installation with thermosyphon circulation.
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Table 2 represents the ranges of the basic project variables, used upon develop-
ing the correlations for liquid solar system heating [1].

The authors have elaborated a new computation methodology and selection of
thermosyphon solar collector’s geometrical parameters. As well, there has been
shown the dependence of the tube’s cross section on the flow time for different
pressure values. Along with the syphon head increase there the liquid flow time
grows as well. It is explained with the fact that the syphon hydraulic resistance
increases along with pressure increase, which brings to the liquid speed reducing.
For the first time there has been formulated the dependence, defining the fluid
discharge time according to the solar collector’s geometrical parameters. The meth-
odology, having been elaborated, has allowed stating that the local hydraulic resis-
tance and friction play a sufficient role in a heat carrier’s expenditures [8]. Also we
have considered the mathematical model of separate constructions and operation

Figure 2.
Flat solar collector.

Parameters Value

Absorbing plate material Copper

Absorbing plate dimensions 2 m � 1 m

Plate thickness 0.4 mm

Glazing material Hardened glass

Glazing dimensions 2 m � 1 m

Glazing thickness 4 mm

Insulation Foam plex (foam polyurethane)

Collector tilt 45°

Absorber’s heat transmission capacity 401 W/(m K)

Insulation heat transmission capacity 0.04 W/(m K)

Transmission-absorption factor 0.855

Sun visual temperature 4350 K

Atmospheric temperature 303 K

Radiation intensity 1000 W/m2

Table 1.
Technical specifications of flat solar collector.
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mode of thermosyphon circulation double circuit solar collector. Proceeding from
the analysis results we have managed to optimize individual structural elements, as
well to prognoses the thermal regime and alternative solutions selection for design-
ing the flat solar collectors and their operation regime selection [9].

3. F-chart method

Solar heat supply system’s energy balance for the month period can be presented
as [1]:

Q ¼ Q h:ws þ E ¼ ΔU (1)

where Q is the solar installation monthly heat production, Q h:ws is the hot water
supply monthly load, Е is the energy total amount, obtained within a month, and
ΔU is the energy amount change in the accumulating unit.

Parameter Range

ταð Þn 0.6–0.9

F/RAC 5-120 m2

UL 2.1–8.3 W/m2*K

β collector slopð Þ 30–90°

(UA)h 83–667 W/K

Table 2.
Construction parameters ranges used upon developing F-charts for liquid systems [5].

Figure 3.
Mockup of flat solar collector.
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mode of thermosyphon circulation double circuit solar collector. Proceeding from
the analysis results we have managed to optimize individual structural elements, as
well to prognoses the thermal regime and alternative solutions selection for design-
ing the flat solar collectors and their operation regime selection [9].

3. F-chart method

Solar heat supply system’s energy balance for the month period can be presented
as [1]:

Q ¼ Q h:ws þ E ¼ ΔU (1)

where Q is the solar installation monthly heat production, Q h:ws is the hot water
supply monthly load, Е is the energy total amount, obtained within a month, and
ΔU is the energy amount change in the accumulating unit.
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UL 2.1–8.3 W/m2*K

β collector slopð Þ 30–90°
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Construction parameters ranges used upon developing F-charts for liquid systems [5].
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At dimensions of accumulators, commonly used in the solar water supply sys-
tems, the difference ΔU is small comparing to Q, Q h:ws and E and can be adopted as
equal to zero. Then Eq. (1) can be presented in the form of [1].

f ¼ Q h:ws � E
Q h:ws

¼ Q
Q h:ws

(2)

where f is the fraction of the monthly thermal load, provided at the solar energy
expense.

Straightforwardly, Eq. (2) cannot be used for computing f, as the value Q is the
function of the falling radiation, environmental temperature and thermal loads.
However, consideration of the parameters, the Q is dependent on, allows suppos-
ing, that the replacement rate of it can be empirically linked with two dimensionless
complexes [1].

X ¼ FkKk Ta � Tbð Þ Δt
Q h:ws

(3)

Y ¼ Fkη0Eknd
Q h:ws

, (4)

where Ta is basic temperature, accepted as equal to 100°С, Tb is the average
monthly temperature of outside air, °С, Δt is the time change, and Ek is the average
monthly daily incoming of the total solar radiation falling onto the flat collector’s
inclined surface, J/(m2*day).

F-diagram method is based on correlation of many simulations in terms of easily
computed dimensionless variables. Modeling conditions varied in the
corresponding ranges of the system’s practical constructions parameters. Resulting
correlations give to f the fraction of monthly heating load (in the case herein—the
premises heating and hot water), provided with the solar energy, as the function of
two dimensionless parameters. One of them is linked with the ratio of collector
losses to the thermal loads (X), another—the ratio of the absorbed solar radiation to
the thermal loads Y. Proceeding from the systems simulation, where was used the
F-diagram, it has become possible to develop the correlation between dimensionless
variables and f–monthly load fraction, transmitted by the solar energy. Dimension-
less parameters X and Y are defined as follows [1]:

X ¼ Collector energy loss during a month
Total heating load during a month

(5)

Y ¼ Absorber solar radiation
Total heating load during a month

(6)

Parameters X and Y can be recorded as in Eqs. (3) and (4), respectively.

X ¼ ACF=ULðTref
� TaÞΔτ

L
(7)

Y ¼ ACF=R �ταð ÞHN
L

(8)

To simplify the computations the dimensionless parameters values X and Y in
Eqs. (3) and (4) are usually placed as in the equations [1], respectively. The reason
for the arrangement thereof consists in the fact that coefficients values (LR UF and
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n RF) are obtained from the results of the standard collector testing. The ratios F’R/
FR correct various temperature gradients between collector and storage tank and
they are computed with the techniques, generalized in [1]. The ratio (τα)/(τα) n is
as well assessed with the techniques, given in [1].

X ¼ FRUL
F=

R

FR
Tref � Ta
� �

Δτ
AC

L
(9)

Y ¼ FR ταð Þn ∗ F=
R

FR
∗

ταð Þ
ταð Þn

∗Ht ∗N ∗
AC

L
(10)

4. Performance of solar heating system on the liquid

In the section herein the specifications of the solar heating system, shown in
Figure 1will have been analyzed applying F-diagram method, solar energy monthly
fraction (monthly solar energy contribution), thermal load and annual solar energy
contribution. Correlation X, Y and f in the equation form equals to [1].

f ¼ 1029Y–0:065X–0:245Y2 þ 0:0018X2 þ 0:0215Y3 (11)

where 0 < Y < 3 и 0 < X < 18.
Due to the equation nature (11) it should not be used beyond the ranges, shown

with curves in Figure 4. In case a reference point is out of the range, the chart might
be used for extrapolation with satisfactory results [1]. For simplicity, the common
method “degree-day” is used for calculating the monthly average load for premises
heating necessary for the system in the framework of the research herein. The
method of premise heating extent assessment in degrees-days is based on the
principle that the need in energy to heat the premises, first and foremost, depends
on the temperatures difference: in the premise and outside. It is assumed that
monthly load for heating the buildings, premises, in which the temperature is
maintained at 24°С is proportional to degree-days amount in a month DD [1].

LS ¼ UAð Þh ∗DD (12)

where Ls is the load for premises heating, and (UA)h is the multiplication of
losses by the building square. For the research the building with (UA)h 467 W/m2

°C has been taken from the building project. Days amount in degrees (DD) in one

Figure 4.
Average monthly daily solar radiation for Almaty city.
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Average monthly daily solar radiation for Almaty city.
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day is the difference between 18.3°С and average daily atmospheric temperature
(average of maximum and minimum atmospheric daily temperature). In case the
average daily environmental temperature exceeds 18°С, the number of days in
degrees is accepted being equal to zero [5]. For Almaty city the amount of days with
a heating degree, monthly average daily solar radiation and environmental temper-
ature are given in Table 2.

Another load, included into the research by F-diagram method is the load for
water heating for household consumption (amount of energy, necessary for
domestic water heating). It much depends on the building inhabitants life style.
Average assumed water need and its consumption in Almaty constitutes 300 l per a
person per day [1]. Monthly load for water heating, Lw.

Lw ¼ N ∗Np ∗V ∗ Tw � Tmð Þ ∗ ρ ∗Cp (13)

where N is the days number in a month; Np is the people number in the family;
Tw is the minimal hot water permissible temperature: it is �60°C [1], V is the daily
water consumption per a person in m3, Tm is the temperature of the main feed
water (°C), ρ is the water density in kg/m3, and Cp is the water specific heat
capacity (4190 J/kg*°C). Monthly total load (L) represents the total load for the
building heating (LS) and loads for household water heating (Lw), as in the
work [1].

L ¼ LS þ Lw (14)

Monthly total load fraction, incoming from the solar heating system and water
heating, shown in Figure 1, is given as a function of dimensionless parameters X
and Y, defined in Eqs. (1) and (2) and in Figure 3. In order to define f, the heating
load share, provided by the solar energy within a month, values X and Y are
computed for collector and thermal load (Table 3). F-value is defined at X and Y
junction point in Figure 3. It is done for every month of the year. Contribution of
solar energy for a month is multiplication by total heating load L for a current
month. Share of annual thermal load, provided by solar energy, represents the sum

Month Ta (°C) H (MJ/m2*day)

January �17 �16.0

February �20 �18.63

March 7 6.2

April 12 10.5

May 18 18.4

June 25 19.0

July 30 20.0

August 28 19.12

September 22 17.00

October 15 13.0

November 7 6.2

December �10 �9.2

Table 3.
Heating degree and monthly average daily temperature and global radiation in Almaty city.
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of solar energy monthly contribution, divided by the annual load, as in the follow-
ing equation:

F ¼
P

f iLiP
Li

(15)

Let us consider the solar system’s heat supply computation method for the
conditions, when the hot water supply load is prevailing or the only. Both the pipe
water temperature Тх.в, and minimal permissible hot water temperature Тг. influ-
ence at the system’s characteristics. As the average working temperature in the
system, and consequently, the heat losses from the collector depend on Тх.в and
Тг.в, it is worth to suppose that expression of X complex, characterizing the heat loss
from the collector, might be updated in the way, to account the impact of Тх. and
Тг.в. If to multiply monthly X values by correction factor, defined by the expression
given below, then the F-method of solar heating and hot water supply liquid
systems computation can be used for defining the monthly F-values, achieved in
the solar hot water supply systems. Correction factor for the hot water supply
systems [1].

Xc

X
¼ M

75

� ��0:25

(16)

at

37:5 <М < 300:

Capacity of the systems with other values can be assessed from F-chart, chang-
ing Y applying the correction factor of the loading heat exchanger Yc/Y, as denoted
in Eq. (17) or in Figure 4 [1].

YC

Y
¼ 0:39þ 0:65eð�0:139 UAð Þh

εCmin
(17)

at

0:5 <
εLCmin

UAð Þh
� �

5. Result and discussion

In this section we discuss the demanded thermal load, fraction of the load,
supplied by the solar energy system for various collector zones and parametric
researches.

Figure 5 shows that the chart of monthly values from correction factor by
means of F-diagram method shows that the heating extent, monthly average daily
temperature and direct solar radiation lower dependent on the weather conditions.

It is clearly seen from Figure 6 that changed correction factor Yc/Y from envi-
ronmental temperature has an exponential function, which according to a correc-
tion factor, increases the annual fraction of the load, provided by the solar energy.

It can be seen from Figure 7 that the monthly load fraction increases along with
the increase of a collector square. It also shows that the monthly fraction is higher in
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Figure 5.
Dependence of monthly values on correction factor for hot water supply systems.

Figure 6.
Dependence of monthly values on the altered correction coefficient Yc/Y for hot water supply systems.

Figure 7.
Dependence of monthly load fraction change on collector’s different squares within a year for hot water supply
systems.
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summer months in Almaty city (Kazakhstan) (July—the highest value) and lower
in winter months (January, February—the lowest value).

In Figure 8 it is observed that the lowest heating load is in the summer months
of the year. It is the time, within which the need in heating load is minimal. This
figure also denotes that the load for buildings heating is accessible only within
3 months, namely, in December, January and February. In the remaining time the
load for heating also equals to zero. It is a very interesting result due to the fact that
the load corresponds to the winter peak demand, during which the load for build-
ings heating is necessary, and the result thereof also provides important advantage
from economic point of view at the expense of fuel-electricity total cost reduction
that, otherwise, could be spent for the energy, necessary for heat supply, required
in winter period.

Figure 9 shows that the annual load fraction increases for a little and the biggest
fraction is in the collector’s larger square. In particular, if the storage capacity
exceeds approximately 50 l of water per m2 of collector’s square, there is only the
insufficient increase (upgrading) in the annual load fraction, provided with the
solar energy.

Figure 8.
Change of premises and hot water heating load depending on the month of the year.

Figure 9.
Influence of actual storage capacity in liter to m2 of collector’s square per the annual load fraction, provided
with the solar energy.
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6. Conclusion

In the work herein by means of F-diagram method we have conducted the
development of liquid solar heating system and assessment of the total thermal load
fraction (load on domestic water and heating), provided by the solar energy for a
family of six people in Almaty city (Kazakhstan). Proceeding from the executed
research, it appears that, the more a collector’s square, the more annual solar energy
load fraction. From experimental data it is seen that total solar radiation in summer
months is higher, in winter months-lower, as well, by means of F-diagram method
it has been computed that the thermal load’s peak value is in January, while the
minimum load value is in summer months of the year. It proves that the thermal
load change is in the phase with the need in thermal load. Due to collector’s tilt
angles the load increases from minimum value in March and reaches the maximum
value in July. It has been defines that for Almaty city (Kazakhstan) the annual
optimal angle tilt of collector’s configuration, which provides the maximum solar
load share comprises about 45°.
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Chapter 4

Einstein’s Equation in Nuclear and 
Solar Energy
Ancuta M. Magurean, Octavian G. Pop, Adrian G. Pocola, 
Alexandru Serban and Mugur C. Balan

Abstract

Starting from the equation of Einstein (E = m·c2), the chapter proposes a simple 
and fundamental presentation of the fission and fusion principles, together with 
some of their applications: nuclear reactors and nuclear propulsion vessels and 
submarines. Fission and fusion are chosen between the multiple forms of energy, as 
being the most important forms of nuclear energy, directly related with the equa-
tion of Einstein. Some characteristics of solar energy, produced from the fusion 
process inside the Sun, are deducted from the same equation of Einstein: thermal 
power of solar radiation; specific power of solar radiation; surface temperature of 
the Sun; solar constant on different planets, etc. The yearly variation of the solar 
radiation on each planet of the solar system is also presented.

Keywords: Einstein equation, fission, fusion, solar energy, solar constant,  
solar radiation

1. Introduction

The energy is a form of a manifestation of matter in motion, the widely used 
definition of which is that the energy of a system is its capacity to perform mechani-
cal work, when it passes from an existing state to a reference state [1, 2].

The energy, as defined in the literature, as well as on numerous websites, in 
various languages of international circulation, is the ability of a physical system to 
produce mechanical work [3].

Occasionally it is mentioned in the definition of energy, the capacity of a physi-
cal system to produce heat, as well.

However, these definitions refer only to the production or conversion of 
mechanical work or heat, but these represent only two of the many forms of exist-
ing energy [4].

The notion of energy is much more complex being obviously associated with 
other systems besides the physical ones, namely, biological and chemical systems, 
etc. [5].

Sometimes the literature considers that the energy is involved in all processes 
that require any kind of change or conversion, being responsible for the production 
of those changes [6].

It can be even considered that the matter itself is a “condensed” form of 
energy and that energy is stored in the atoms and molecules of which matter is 
composed [7–9].
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The goal of the study is to investigate the connections between the fission, 
fusion, and solar energy through Einstein’s equation.

2. Einstein’s equation

The connection between energy and matter is represented by Albert Einstein’s 
famous equation introduced as [10]:

  E   =   m ·  c   2   (1)

where E is the energy; m is the mass; c is the speed of light.
Albert Einstein was a theoretical physicist of Jewish ethnicity, which was born 

in Germany, stateless since 1896 and later Swiss citizen, in 1899. He immigrated 
in 1933 to the USA, being naturalized as an American citizen in 1940. He was a 
university professor at Berlin and Princeton, and he is the author of the theory of 
relativity and one of the brightest scientists of mankind. In 1921 he was awarded 
with the Nobel Prize in Physics.

The above relationship could be associated with the beginning of the universe 
and, at least on an empirical level, can support the theory of the appearance of 
matter in the universe, when after the original explosion (called the “Big Bang”), an 
enormous amount of energy was transformed into matter. This process can also be 
correlated with the so-called “information preservation” principle, which in a simpli-
fied way shows that evolutionary processes cannot create the information required to 
generate biological evolution. The law of information preservation was enunciated 
by biologist Peter Medawar in his work The Limits of Science, in 1984 [11].

Through various processes, the high amount of energy contained in the atoms 
(especially in the nuclei) can be released and used for various purposes, and as a 
result of these processes, the matter which is used as an “energy source” is signifi-
cantly transformed.

Two of the most representative examples of these types of transformations are 
the production of energy by nuclear fission (the break of element nuclei), respec-
tively, and by nuclear fusion (the recombination and joint of element nuclei).

Both processes are accompanied by matter conversions into high amounts of 
energy.

Fusion is even the energy source of the stars, of which category the Sun belongs.
Both the fission and the fusion are characterized by the breakage of some types 

of bonds, existing initially at the level of the nuclei and the construction of other 
types of bonds, in the new nuclei formed as a result of these processes.

It is mentioned that iron (Fe) and nickel (Ni) are the chemical elements which 
have the highest breaking energies of the nucleus. In other words, for these two ele-
ments, the greatest amount of energy must be consumed for breaking the nucleus. 
The nuclei of all other elements “break” more easily [12].

3. Einstein’s equation and the nuclear fission

Nuclear fission is a nuclear reaction or a process of radioactive decay, after which 
the atomic nucleus splits into lighter nuclei.

Usually, through the fission (breaking/disintegration) of nuclei heavier than 
iron, more energy than is necessary to maintain the cohesion of the newly formed 
(lighter) nuclei is released. Consequently, through the fission of “heavy” nuclei, 
energy can be obtained.
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Note: For the fission of nuclei lighter than iron, in order to maintain the cohe-
sion of the newly formed nuclei, more energy is required than can be released 
through “the break” of the initially existing nucleus. Therefore, for the fission of 
light nuclei, energy input from the outside is required.

Usually, the fission results in nuclei with close mass, the ratio of the masses of 
the nuclei formed by fission being of maximum 2 or 3 [13].

Nuclear fission of heavy elements was discovered in 1938 by Lise Meitner, Otto 
Hahn, Fritz Strassmann, and Otto Robert Frisch [14, 15].

Modern fission, artificially produced, is usually initiated using a neutron that is 
“embedded” in a nucleus and disrupts its balance.

The energy released in fission reaction was calculated for the first time in [16].
Figure 1 shows a scheme of the induced fission reaction to uranium, a reaction 

used in nuclear power plants.

• Comments:

 ○ The kinetic energy of the neutron absorbed by the U235 nucleus causes the 
formation of the U236 nucleus, which is unstable and fragment (fission) in 
Kr92 and Ba141.

 ○ Following the reaction, in addition to Kr92 and Ba141, three neutrons, Γ 
(gamma) radiation (not shown in the figure), and a very large amount of 
energy are obtained.

 ○ Instead of uranium, various plutonium isotopes can be used as fuel.

 ○ The presence of gamma radiation requires the protection of the nuclear reactor 
against the emission of radiation of this type, since they are harmful to life.

Figure 1. 
Scheme of the fission reaction of uranium in krypton and barium (https://en.wikipedia.org/wiki/File: 
Nuclear_fission.svg).
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Note: For the fission of nuclei lighter than iron, in order to maintain the cohe-
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Figure 1 shows a scheme of the induced fission reaction to uranium, a reaction 

used in nuclear power plants.

• Comments:

 ○ The kinetic energy of the neutron absorbed by the U235 nucleus causes the 
formation of the U236 nucleus, which is unstable and fragment (fission) in 
Kr92 and Ba141.

 ○ Following the reaction, in addition to Kr92 and Ba141, three neutrons, Γ 
(gamma) radiation (not shown in the figure), and a very large amount of 
energy are obtained.

 ○ Instead of uranium, various plutonium isotopes can be used as fuel.

 ○ The presence of gamma radiation requires the protection of the nuclear reactor 
against the emission of radiation of this type, since they are harmful to life.

Figure 1. 
Scheme of the fission reaction of uranium in krypton and barium (https://en.wikipedia.org/wiki/File: 
Nuclear_fission.svg).
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The energy released in the fission reaction can be calculated with Einstein’s Eq. 
E = Δm·c2, where Δm is the mass difference in the mass difference after the fission [17].

The most important applications of fission are:

• Electricity generation (in nuclear power plants).

• Propulsion of ships and submarines.

Figure 2 shows the scheme of a nuclear power plant.
The Romanian nuclear power plant from Cernavodă was designed with five 

reactors, of which only two are currently operating, each with a net power of ≈ 
655 MW, respectively, and a total capacity of 706 MW. Currently, this plant pro-
vides approx. 18% of Romania’s electricity demand.

The nuclear power plant from Cernavodă is CANDU type, a name derived from 
“Canada Deuterium Uranium.” The reactor uses natural uranium (0.7% U235) 
as fuel, respectively, and heavy water (D2O) as neutron moderator and primary 
cooling agent. The notion of “neutron moderator” refers to the lagging of neutrons 
resulting from fission (thermal neutrons), in order to increase their efficiency in 
producing new fission reactions. CANDU reactor technology has been used in all 
nuclear power plants in Canada and in countries such as India, Pakistan, Argentina, 
South Korea, China, and Romania.

The scheme of the CANDU reactor is shown in Figure 3.
Figure 4 shows the first nuclear-powered aircraft carrier, undertaken by 

fission. This is the USS Enterprise aircraft carrier, built in 1964, currently decom-
missioned (since December 1, 2012), which has remained the longest ship in the 
world (342 m) to date, followed by the 10 US aircraft carriers in the “Nimitz” class, 
manufactured between 1975 and 2009 (333 m).

Figure 2. 
Schematic diagram of a nuclear power plant (http://commons.wikimedia.org/wiki/File:Nuclear_power_plant-
pressurized_water_reactor-PWR.png). 1, reactor block; 2, cooling tower; 3, reactor; 4, control rods (fission 
inhibitor); 5, pressurized tank for the primary coolant; 6, steam generator; 7, fuel bars; 8, turbines; 9, electric 
generator; 10, high voltage transformer; 11, condenser; 12, steam; 13, condensate; 14, cooling air; 15, hot air 
with high humidity; 16, water source; 17, cooling water outlet; 18, primary circuit (heavy water D2O in the case 
of natural/enriched uranium used as fuel); 19, secondary circuit (water H2O); 20, water vapor evacuated into 
the air; 21, recirculation pump.
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Currently, it started the replacement of the carriers belonging to “Nimitz” class, 
with the carriers of the “Gerald R. Ford” class, or the “Ford” class, which have a 
length of 337 m. The construction of the first aircraft carrier belonging to the Ford 
class began on November 8, 2005.

• Comments:

 ○ The name of the “Nimitz” class for the 10 operational aircraft carriers of the 
US Navy is used in honor of Admiral Chester W. Nimitz, commander of the 
Pacific fleet, for the US Navy during World War II. Admiral C.W. Nimitz was 
the last five-star admiral (general) of the US Army.

Figure 3. 
Scheme of the CANDU reactor (http://ro.wikipedia.org/wiki/Fişier:CANDU_Reactor_Schematic.svg).  
1, fuel rods; 2, reactor shell; 3, control rods ( fission inhibitors); 4, pressurized tank for primary coolant 
(D2O); 5, steam generator; 6, secondary circuit pump; 7, primary circuit pump (D2O); 8, nuclear fuel 
loading (replacement) system; 9, neutron moderator (D2O); 10, pressurized tubes; 11, steam; 12, condensate; 
13, reactor block.

Figure 4. 
USS Enterprise aircraft carrier, the first nuclear-powered ship (http://lanterloon.com/wp-content/uploads/
Aircraft_carriers_USS_Enterprise.jpg).
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 ○ A list of the longest ships in the world is available on the Internet: http://
en.wikipedia.org/wiki/List_of_longest_naval_ships.

 ○ The inscription on the main deck was made by the aircraft carrier’s crew to 
mark 40 years of naval nuclear propulsion.

 ○ The aircraft carrier USS Enterprise was decommissioned due to the long 
period of operation of the nuclear propulsion system and due to the equip-
ment on the main deck, which allowed the radar position to be detected on 
the aircraft carrier. The aircraft carriers of the “Nimitz” class are of “stealth” 
type (hidden or not detectable on the radar).

Figure 5 presents the scheme of operation for the nuclear propulsion system of 
ships and submarines.

4. Einstein’s equation and the nuclear fusion

Nuclear fusion is a nuclear reaction that causes two or more nuclei to collide at 
very high speeds and merge to form a new type of atomic nucleus. Sometimes, the 
energy needed to initiate this process is provided by a very high “working” pressure 
(e.g., inside the stars this pressure is provided by the gravity determined by their 
mass).

By fusion (the union of nuclei) easier than iron, more energy than is necessary is 
produced, in order to form bonds for the newly formed nucleus. As a result, by the 
fusion of “light” nuclei, energy can be obtained.

Note: For fusion of nuclei heavier than iron, in order to achieve the necessary 
connections to maintain the cohesion of new nuclei, external energy contribution 
(consumption) is required.

Figure 6 shows a scheme of the fusion reaction between a deuterium atom (H2) 
and a tritium atom (H3), after which a helium (He4) atom is formed. From the reac-
tion also results a neutron.

The amount of energy produced is 17.59 MeV = 2.8·10−12 J, which is in agreement 
with Einstein’s equation, considering the equivalent loss of mass as a result of the 
fusion reaction [18–20].

The only application of the artificially produced fusion is the hydrogen bomb.
Figure 7 shows the explosion of the first hydrogen bomb, whose code name was 

“Ivy Mike” (November 1, 1952).

Figure 5. 
Scheme of the nuclear propulsion system of ships and submarines (http://www.subadventures.net/
Sub_04_719_files/image018.jpg).
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One of the most important scientific research projects, which aim to obtain 
energy through fusion, for peaceful use, is the International Thermonuclear 
Experimental Reactor (ITER) [21].

The project is carried out in collaboration with many countries: European Union 
countries, the USA, Japan, Russia, China, South Korea, and India.

Figure 8 presents the small-scale model of the ITER fusion reactor.
The ITER fusion reactor was designed to produce 500 MW of final energy and 

will consume approx. 50 MW to ensure its own energy consumption.
The construction of the ITER complex began in 2013, with the cost of construc-

tion now reaching $ 16 billion USD, almost three times more than originally expected.
The infrastructure is expected to be completed in 2025, the commissioning of 

the reactor to be completed in the same year, as well. Plasma experiments should 
start in 2025, and deuterium-tritium fusion experiments should begin in 2027.

Figure 6. 
Scheme of the fusion reaction between deuterium and tritium (https://en.wikipedia.org/wiki/File:Deuterium-
tritium_fusion.svg).

Figure 7. 
Explosion of the first hydrogen bomb (https://en.wikipedia.org/wiki/File:IvyMike2.jpg).
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The project contributes to the implementation of the results obtained in decades 
of research, in an experimental installation, which will allow the transition to a 
commercial installation.

5. Einstein’s equation and the solar energy

The most representative example of fusion is represented by the reactions inside 
the Sun.

The Sun represents the energy source of the Earth [22], contributing to maintain the 
planet’s temperature well above the value of almost 0 K, encountered in the interplan-
etary space and is the only source of energy capable to sustain life on Earth [23].

The Sun can be considered as a sphere with a diameter of approximatively 
1.4 million km, more precisely 1.39 × 109 m [24], at a distance of approx. 150 million 
km from the Earth, 1.5 × 1011 m [24]. This distance is so high that two straight lines 
that start from one point on the Earth’s surface to two diametrically opposite points 
on the solar disk form an angle of approximately half a degree. Under these condi-
tions, although solar radiation is emitted in all directions, it can be considered that 
the solar rays that reach the Earth’s surface are parallel [25].

In the core of the Sun, continuous nuclear fusion reactions occur, by which 
hydrogen is converted into helium. Currently, the mass composition of the Sun is 
approx. 71% hydrogen, 27.1% helium, 0.97% oxygen, and other elements in lower 
concentrations [26].

The rate of conversion of hydrogen into helium is approx. 4.26 million tons per 
second [27, 28]. This flow of substance is continuously transformed into energy. It 
is estimated that at this rate, in the next 10 million years, approximatively 1% of the 
current amount of hydrogen will be consumed, so there is no imminent danger of 
depletion of the Sun’s energy source. The lifetime of the Sun is estimated at approxi-
matively 4–5 billion years.

Considering the mass flow of solar substance that is consumed continuously 
turning into energy   m ̇    = 4.26 million t/s = 4.26·109 kg/s, the thermal power of the 
solar radiation emitted as a result of this process (P) can be calculated starting from 
the famous equation of Einstein for energy calculation (E):

Figure 8. 
Small-scale model of ITER (https://upload.wikimedia.org/wikipedia/commons/thumb/7/75/ITER_Exhibit_%
2801810402%29_%2812219071813%29_%28cropped%29.jpg/250px-ITER_Exhibit_%2801810402%29_%28122190
71813%29_%28cropped%29.jpg).
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  E   =   m ·  c   2   [J] ; P   =    m ̇   ⋅  c   2   [W] .  (2)

where c = 300,000 km/s = 3·108 m/s is the speed of light.
Substituting the relation of the thermal power of the radiation emitted by the 

Sun, we obtain:

  P   =   4.26 ·  10   9  ·  3   2  ·  10   8·2    =   38.34 ·  10   25  W.  (3)

The specific power of the radiation emitted by the Sun (PS), representing the 
power of the radiation emitted by the surface unit, can be calculated with the 
relation:

   P  S     =   P /  S  S    [W /  m   2 ] .  (4)

where SS = 6.08·1012 km2 = 6.08·1018 m2 is the total surface area of the Sun.
Replacing it, we obtain:

   P  S     =   38.34 ·  10   25  / 6.08 ·  10   18    =   63.059 ·  10   6  W /  m   2    =   63.059 MW /  m   2 .  (5)

For comparison, it is mentioned that the maximum power developed by the 
Renault engine K7M (1.6 MPI), which equips some models of the Renault Group 
cars, is 64 kW, at a maximum speed of 5500 rpm. Thus, the specific power of 
the radiation emitted by the Sun (PS) is approximately equivalent to that of 1000 
engines that equip these cars, which operate at maximum speed. Considering that 
the length of a car is 4.25 m, those 1000 cars placed one after the other, in a straight 
line, “bar to bar” would stretch 4.25 km. Also for comparison, the net power of a 
nuclear reactor from Cernavodă (655 MW) represents about 10 times more than 
the specific power of the radiation emitted by the Sun (63 MW/m2). In other 
words, every square meter of the Sun’s surface emits energy characterized by a 
thermal power approximately equivalent to one tenth of the power of a reactor from 
Cernavodă.

Since the Sun emits radiation over all wavelengths, it can be considered an abso-
lute black body [29, 30], and the power emitted in the unit of time, on the surface 
unit, by an absolute black body (PS) depends only on its temperature and can be 
calculated according to Boltzmann’s law, with the relation:

   P  S     =   σ ·  T   4   [W /  m   2 ] .  (6)

where σ is Boltzmann’s constant: σ = 5.67·10−8 [W/m2K4]; T is the absolute 
temperature of the black body (of the Sun) [K].

Using the above relationship, the value of the Sun’s surface temperature can be 
determined as:

  T   =    
4
 √ 
_

    P  S   _ σ      [K]   (7)

Replacing it, we obtain T = 5774 K ≈ 5500°C.
This value corresponds to that indicated by most bibliographic sources, which 

also confirms that all undertaken calculations are correct.
The core temperature of the Sun is estimated to vary between (8 and 40)·106 K [14].
It can be considered that the solar radiation is emitted uniformly in all directions 

and can be found throughout the solar system. The intensity of the available solar 
radiation due to this mechanism obviously depends on the distance to the Sun, and 
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the thermal power of the solar radiation is evenly distributed on spherical surfaces, 
with the Sun in the center.

On these considerations, the thermal power of the radiation emitted by the Sun 
(P = 38.34·1025 W) can be calculated with the relation:

  P   =    I  S   ·  S  S    [W] .  (8)

where IS [W/m2] is the intensity of radiation available on the surface unit of a 
sphere with the Sun in the center; SS [m2] is the surface of the sphere on which the 
intensity of the solar radiation is calculated.

By using the relation presented above, the intensity of the solar radiation related 
to the surface unit of a sphere having the Sun in the center (IS) can be calculated 
with the relation:

   I  S     =   P /  S  S    [W /  m   2 ] .  (9)

where SS = 4·π·D2 [m2].
Replacing it in the previous relationship, we obtain:

   I  S     =   P /  (4 · π ·  D   2 ) .  (10)

Thus, the intensity of the available solar radiation at the upper limit of the 
Earth’s atmosphere can be calculated using the previous relation, considering that D 
is the distance between the Earth and Sun and D = 149,597,871 km = 1.496·108 km = 
1.496·1011 m:

   I  S     =   38.34 ·  10   25  /  (4 · π ·  1.1496   2  ·  10   11·2 )    =   1.364 ·  10   3  W /  m   2 .  (11)

The intensity of the available solar radiation at the upper limit of the Earth’s 
atmosphere is referred to as the solar constant [31].

The value of the solar constant calculated previously corresponds to the value 
adopted by the World Radiation Center, of 1367 W/m2. This value is also reported 
by numerous bibliographic sources. The value of the solar constant, which is deter-
mined by measurements undertaken by satellites, underwent several corrections 
over time, as can be seen in Table 1.

The value of the available solar radiation at the upper limit of the terrestrial 
atmosphere suffers throughout the year small variations of approx. ± 3%, mainly 
due to fluctuations in the distance between the Earth and the Sun [24].

Value [W/m2] Year Author Ref.

1323 1940 Moon [32]

1355 1952 Aldrich and Hoover [33]

1396 1954 Johnson [31]

1353 ± 1.5% 1971 NASA [34]

1373 ± 2% 1977 Frohlich [35]

1368 1981 Willson [36]

1367–1374 1982 Duncan et al. [37]

1367 ± 1% — World Radiation Center [24]

Table 1. 
Accepted values over time for the solar constant.
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6. Conclusions

Even if nuclear and solar energies seem to be different domains, the study 
proved that fission, fusion, and solar energy can be connected and have in common 
the famous equation of Einstein (E = m·c2).

Both in fission and fusion, the mass varies during the reactions, and it was high-
lighted that the mass variation and the released energy are related by the equation 
of Einstein.

The same equation was also applied to the mass flow of solar substance that is 
continuously consumed in the solar fusion reactions, and starting from this point, 
it was possible to calculate important parameters such as the energy and the power 
emitted by the sun.

Following this new approach, it was possible to determine the temperature of 
the sun’s surface and the solar constant, both being in agreement with the values 
provided in literature.

It can be concluded that fission, fusion, and solar energy are linked together by 
the equation of Einstein.
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Chapter 5

How to Build Simple Models of
PEM Fuel Cells for Fast
Computation
Jonathan Deseure

Abstract

Hydrogen is one of the leading candidates in the search for an alternative to
fossil hydrocarbon fuels. The spread of these technologies requires a real-time
control of generator performances. Artificial intelligence (AI) and mathematic tools
can make smarter the smart grid. The electrochemical modeling can be coupled
successfully with artificial intelligent approach, if these models can be quickly
computed with a large numerical stability. This chapter shows a methodology to
build this kind of modeling work. Thanks to a simplified but physically reasonable
model of PEM fuel cell, we will show that the reactant access (oxygen) or water
management (a product of the reaction) and the reaction rate can be easily
described with low computing time consuming. In addition, the artificial neural
network could be trained with a reduced amount of data generated by these
cell models.

Keywords: electrochemical modeling, PEMFC, AI

1. Introduction

In the current context of the spread of renewable energies, these are by nature
variable, therefore subject to both daily and seasonal intermittencies. Electrochem-
ical devices have been successful in proving their applicability in terms of energy
storage (power to gas) [1]. Controlling in real time, predicting the performance is
the advantage that electrochemical generators can offer.

In addition, electricity consumption and production must, at every moment, be
in perfect adequacy with the demand of the users. However, this demand is variable
and cannot be completely regulated. The production must be able to adapt instantly
to the demand, to preserve the stability of the network. Thus, exchanging informa-
tion between the production and storage sites becomes a major issue. This will result
in a strategy of predictive actions in a power grid strongly constrained by intermit-
tent sources of energy. The interpretation and exchange between blocks of storage
and energy supplies will be the key to a decentralized energy production and smart
grid [2, 3]. According to Ramchurn et al. [4] the grand challenge for artificial
intelligence is to put the smarts into the Smart Grid.

Electrochemical modeling can provide “smart” tools for smart grid. The estab-
lishment of a mathematical model of an electrochemical generator is handled by the
scientific culture of the researcher who establishes it. Therefore, a great deal of
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subjectivity appears in any modeling work, the approach of a mechanic/energy
specialist, an electrochemist, or a physicochemist will differ mainly in the basic
assumptions of modeling (model simplifications). However, whatever the cultural
origin of the modeler, the numerical resolution of a multiphysical problem makes it
possible to assure three major functions in the phase of development [5]:

• Assistance with the understanding of experimental results

• Study and optimization of design

• The prediction of performances

The modeling of an electrochemical system involves the mathematical expres-
sions of the physical phenomena that take place there (a priori). Obviously, all
model representations only offer a fragmentary assessment of the real systems.
These various representations are distinguishable by their scales of time and space.
However, the notion of adapted or appropriate modeling remains subjective.
Indeed, as described in the literature about fuel cell models [6, 7], each of the
approaches has limitations of description or prediction, and their main interest is
to highlight one specific process. Despite this subjectivity, the model must prove
its validity.

The validity of the model could be named external, i.e., related to theories,
concepts, assumptions, and experimental data. Thus, the model is theoretically
valid if it accepts theories or models already validated. In addition, if the model well
matches to its potential of scientific explanation (the state of the art), one will
qualify its heuristic validity. However, building a model cannot be done without
solving it in all its intended range. Consequently, it is also necessary to define
criteria of internal validity, which are criteria of evaluation of the model indepen-
dent of the theories, results, and hypotheses. The algorithm (solver) must be
appropriate, and the evaluation errors must remain within “valid” limits.

External validations that may be acceptable include empirical validity (the
model corresponds to the available data) or pragmatic validity (the model satisfies
the intended use).

A fuel cell is a nonlinear and strongly coupled dynamic system. It is a multi-
input multi-output system based on multiphase flow, electrochemical reactions,
and heat transfer. For example, the control strategies of PEMFC can be built on a
prediction of the future output of the system to compute the current control action
[8]. In practice, the current control action is obtained by solving online an optimi-
zation problem. The aim of the optimization problem is to find the optimum of
a cost function that minimizes the mean squared difference between predicted
outputs and target values.

To spare computation time due to computing of multiphysic fuel cell models,
artificial intelligence (AI) techniques are useful as alternate approaches to conven-
tional multiphysic modeling: e.g., artificial neural network (ANN) simulator could
be employed to predict the fuel cell behavior [9–12]. The ANN could be trained with
a reduced amount of data generated by a validated cell model [13]. Once this
network is trained, it can predict different operational parameters of the fuel cell
reducing the computation time [14]. This strategy has many possibilities [15]:
spectroscopic analysis, prediction of reactions, chemical process control, and the
analysis of electrostatic potentials. The ANN is trained to learn the internal rela-
tionships from data. These data may be taken from the real process even if there are
noisy. The database should have a significant size and contain the maximum
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combination of inputs-outputs covering the studied domain. Therefore it is possible
to generate database from model [14].

As shown below, electrochemical modeling can be coupled successfully with
artificial intelligent approach; thus in the following subsections, we provide basic
mathematical models of fuel cells. These models can be quickly computed with
a large numerical stability.

2. Main electrochemical phenomenon

An electrochemical cell is characterized by the I-V (current–voltage) behavior:
the current that passes across the cell to the applied cell voltage. The I-V relation
depends on various physical phenomena and is fundamental to achieve efficiently
electrochemical conversion. When current is drawn using computational tools, the
current density may not be uniformly distributed on the electrode surfaces. The
performance and lifetime of electrochemical cells, such, is often improved by a
uniform current density distribution. Therefore, it is necessary to optimize the
current distribution. The electric current is a flow of electric charges: through the
electrolyte between the anode and the cathode in the ions form and within the wires
and current collectors/electrode materials in the electrons form. When the overall
current of the cell is equal to zero, for example, on the disconnection of an electrode
from the power supply or the load, the cell voltage is equal to UOCV the open
circuit voltage:

I ¼ 0;Ucell ¼ UOCV ¼ Ea,0 � Ec,0 (1)

where Ea,0 and Ea,0 are the potential of each electrodes at OCV. It is shown that
the UOCV is related to the difference of free enthalpy differences of each reaction,
involving the number n of electrons exchanged and the Faraday constant:

UOCV ¼ ΔGi

nF
(2)

where ΔGi is the Gibbs energy of the species i with specified cell temperature
(T) and cell pressure (P). At a non-zero current, the cell voltage of an
electrochemical reactor (electrolyzer) is greater than UOCV , and electrochemical
generator (fuel cell or battery) is smaller than UOCV due to the various
irreversibilities standing in the electrochemical conversion. The electrode potentials
differ from the equilibrium values Ea,0 and Ea,0, and this difference is called
overvoltage:

ηa ¼ Ea � Ea,0 (3)

ηc ¼ Ec � Ec,0 (4)

According to this description, an anode overvoltage is positive, while the cath-
ode overvoltage is negative in all cases. The overvoltages depend on the current
density at the electrode, depending on the involved electrochemical reactions, the
electrode materials, and several operating conditions: concentration species, flow
rate, etc. The current density is an extensive quantity that can be defined in any
point of the electrochemical device, i.e., at the surface of the electrodes and through
the electrolyte. In addition Ohm’s law expresses the current density according to the
local potential gradient, using the conductivity as follows:

81

How to Build Simple Models of PEM Fuel Cells for Fast Computation
DOI: http://dx.doi.org/10.5772/intechopen.89958



subjectivity appears in any modeling work, the approach of a mechanic/energy
specialist, an electrochemist, or a physicochemist will differ mainly in the basic
assumptions of modeling (model simplifications). However, whatever the cultural
origin of the modeler, the numerical resolution of a multiphysical problem makes it
possible to assure three major functions in the phase of development [5]:

• Assistance with the understanding of experimental results

• Study and optimization of design

• The prediction of performances

The modeling of an electrochemical system involves the mathematical expres-
sions of the physical phenomena that take place there (a priori). Obviously, all
model representations only offer a fragmentary assessment of the real systems.
These various representations are distinguishable by their scales of time and space.
However, the notion of adapted or appropriate modeling remains subjective.
Indeed, as described in the literature about fuel cell models [6, 7], each of the
approaches has limitations of description or prediction, and their main interest is
to highlight one specific process. Despite this subjectivity, the model must prove
its validity.

The validity of the model could be named external, i.e., related to theories,
concepts, assumptions, and experimental data. Thus, the model is theoretically
valid if it accepts theories or models already validated. In addition, if the model well
matches to its potential of scientific explanation (the state of the art), one will
qualify its heuristic validity. However, building a model cannot be done without
solving it in all its intended range. Consequently, it is also necessary to define
criteria of internal validity, which are criteria of evaluation of the model indepen-
dent of the theories, results, and hypotheses. The algorithm (solver) must be
appropriate, and the evaluation errors must remain within “valid” limits.

External validations that may be acceptable include empirical validity (the
model corresponds to the available data) or pragmatic validity (the model satisfies
the intended use).

A fuel cell is a nonlinear and strongly coupled dynamic system. It is a multi-
input multi-output system based on multiphase flow, electrochemical reactions,
and heat transfer. For example, the control strategies of PEMFC can be built on a
prediction of the future output of the system to compute the current control action
[8]. In practice, the current control action is obtained by solving online an optimi-
zation problem. The aim of the optimization problem is to find the optimum of
a cost function that minimizes the mean squared difference between predicted
outputs and target values.

To spare computation time due to computing of multiphysic fuel cell models,
artificial intelligence (AI) techniques are useful as alternate approaches to conven-
tional multiphysic modeling: e.g., artificial neural network (ANN) simulator could
be employed to predict the fuel cell behavior [9–12]. The ANN could be trained with
a reduced amount of data generated by a validated cell model [13]. Once this
network is trained, it can predict different operational parameters of the fuel cell
reducing the computation time [14]. This strategy has many possibilities [15]:
spectroscopic analysis, prediction of reactions, chemical process control, and the
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current of the cell is equal to zero, for example, on the disconnection of an electrode
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ode overvoltage is negative in all cases. The overvoltages depend on the current
density at the electrode, depending on the involved electrochemical reactions, the
electrode materials, and several operating conditions: concentration species, flow
rate, etc. The current density is an extensive quantity that can be defined in any
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where σ is the ionic conductivity of an electrolyte. In the case of a one-
dimensional system where the electrolyte is confined in a finite space between two
surface electrodes S and separated from each other by the distance e, this potential
difference (called ohmic drop ηohm) can be expressed as follows:

ηohm ¼ � e
σS

I (6)

where J is the total current through electrochemical device: J is the average
current density I multiplied by the electrode surface S. For other geometries, it will
be necessary to calculate ηohm from the relation (Eq. 5) by integration. The ohmic
drop in the electrolytic solution of an electrochemical cell is one of the parameters to
be evaluated to optimize the cell efficiency. This limitation is also called primary
current distribution. Thus, the cell potential is calculated from following expression:

Ucell ¼ UOCV � ηa þ ηc � ηohm (7)

Inside the nonaqueous electrochemical device (Figure 1), the primary current
distribution is well controlled, because a solid electrolyte is confined in a finite space
between two surface electrodes and only the misalignment of both electrodes could
affect the current distribution through the electrolyte. In nonaqueous case, the
optimization endeavor is devoted to secondary (electrochemical activation) and
tertiary (mass transport limitation) current distributions. In this context, fuel cells
are the best example to scrutinize energetic balance of electrochemical devices.

The main advantage associated with fuel cells is that they are not limited by
Carnot efficiency. Besides, no moving parts are required to convert thermal energy
into mechanical energy. The energy release from interatomic bonds of the reactants
is converted efficiently into electrical energy. In this document, we consider proton-
exchange membrane fuel cells (PEMFCs): a PEMFC consists of a polymer electro-
lyte sandwiched between two electrodes to form a membrane electrode assembly

Figure 1.
Schematic description of a MEA.

82

Thermodynamics and Energy Engineering

(MEA), placed between two graphite bipolar plates, which feed the device with
gases and cool it down. At the anode, fuel H2 is oxidized, liberating electrons and
producing protons. The electrons flow to the cathode via an external circuit, where
they combine with the proton and the dissolved oxidant O2 to produce water
and heat:

H2 ⇆ 2Hþ þ 2e� (8)

2Hþ þ 2e� þ½O2 ⇆H2O (9)

The efficiency of fuel cell is easily computed according to:

ψ
UOCV

Ucell
(10)

Proton transfer from the anode to the cathode via the membrane closes the
electrical circuit. A careful water management is required to ensure that the mem-
brane remains fully hydrated in order to improve the ionic conductivity and to
avoid the electrode flooding (which occurs when an excess of liquid water restrains
the active species access to the active layer). The gas diffusion electrodes (GDEs)
are made up of two distinct areas: an inactive area (backing layer) and an active
area (active layer) which is a place of the electrochemical and chemical reactions
(Figure 1). Therefore, in the first approach it is possible to observe separately
secondary current distribution (only in the active layer) and tertiary current
distribution (only in the backing layer).

PEMFC and all solid electrolyte cells are the model devices in order to sketch the
primary (in the polymeric membrane), the secondary (in active layer), and tertiary
(in backing layer) current distributions. In addition, operating cell potential and
each overvoltage could be compared to thermodynamic potential (Gibbs energy) to
access enthalpic balance.

3. One-dimensional modeling of electrochemical membrane cell

A single cell can be described schematically as an assembly of several layers
constituting four distinct areas. A fuel cell is a composite structure of anode,
cathode, and electrolyte. Good electrochemical performance of the cell requires
effective electrocatalysts. On both sides of the cell, the interconnect plates cumulate
three functions: current collector, gas feeding via the gas channels, and thermal
control thanks to cooling water channels. Flow field is used to supply and distribute
the fuel and the oxidant to the anode and cathode electrocatalysts, respectively.
The distribution of flow over the electrodes should ideally be uniform to try to
ensure a uniform performance of each electrode across its surface. Thus, it is
possible to develop a single-cell 1D model. Although most of the models used are
one-dimensional, they correctly predict the electrochemical behavior of membrane
electrode assembly.

In order to build a 1D model, a particular attention is required on water flux. The
water managements is the key issue in single-cell modeling. In order to predict cell
performance, the single-cell model must take into account gas diffusion in the
porous electrodes, water diffusion, and electroosmotic transport through the poly-
meric membrane. Ramousse et al. [16] have developed one-dimensional coupled
charge and mass transfer model in the electrodes. The three main types of model
can be employed to evaluate the overvoltages at both electrodes:
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gases and cool it down. At the anode, fuel H2 is oxidized, liberating electrons and
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they combine with the proton and the dissolved oxidant O2 to produce water
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The efficiency of fuel cell is easily computed according to:
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Proton transfer from the anode to the cathode via the membrane closes the
electrical circuit. A careful water management is required to ensure that the mem-
brane remains fully hydrated in order to improve the ionic conductivity and to
avoid the electrode flooding (which occurs when an excess of liquid water restrains
the active species access to the active layer). The gas diffusion electrodes (GDEs)
are made up of two distinct areas: an inactive area (backing layer) and an active
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A single cell can be described schematically as an assembly of several layers
constituting four distinct areas. A fuel cell is a composite structure of anode,
cathode, and electrolyte. Good electrochemical performance of the cell requires
effective electrocatalysts. On both sides of the cell, the interconnect plates cumulate
three functions: current collector, gas feeding via the gas channels, and thermal
control thanks to cooling water channels. Flow field is used to supply and distribute
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The distribution of flow over the electrodes should ideally be uniform to try to
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• The Tafel law results from experimental observations: this simple and widely
used description is based on the phenomenological Eq. (12).

• The classical catalyst layer model exhibited in the previous section
(Appendix 1).

• The agglomerate model takes into account the existence of gas pore and the
ohmic drop in the agglomerate. This model results to considering a cylindrical
model of pores inside the electrode [17, 18].

In these three models of active layer, the authors have computed the same values
of kinetic coefficients bi and io a,cð Þ (Table 1).

The simulations presented below describe, in steady state, one-dimensional mass
transfer in the whole cell and charge and mass transfers in the electrodes. Then,
only a numerical solution can be accessed. Thanks to numerical computation the
cell overpotential ηa/c and the ohmic drop through the membrane ηohm can be
simulated as a function of current density.

The total current is then calculated by integrating the local current density all
over the MEA surface:

Parameter Values

γ: roughness factor (�) 100

δ: gas backing layer thickness (m) 230 � 10�6

LCA: catalyst Layer thickness (m) 10 � 10�6

δ2: size of the agglomerate (m) 3 � 10�6

Lm: membrane thickness (m) 125 � 10�6

εGDL: gas backing layer porosity 0.8

εCL: active layer porosity 0.5

j0c: exchange current density (A/cm2) 4 � 10�7

j0a: exchange current density (A/cm2) 1 � 10�2

bc: Tafel slope (mV/dec) 120

ba: Tafel slope (mV/dec) 30

νe: total number of exchanged electrons 4

Deff
H2=H2O

: effective diffusion coefficients (m2/s) 1.63 � 10�4

Deff
O2=H2O

: effective diffusion coefficient (m2/s) 3.20 � 10�5

Deff
O2=N2

: effective diffusion coefficients (m2/s) 2.41 � 10�5

Deff
H2O=N2

: effective diffusion coefficients (m2/s) 3.35 � 10�5

DCL: diffusion coefficient in the CA (m2/s) 10�9 � (εCA)1.5

EW: equivalent weight (kg/mole) 1.1

ρdry: dry Nafion density, (kg/m3) 2020

τ0: osmotic coefficient 2.5/22

Dm: effective diffusion coefficients of water in the membrane (m2/s) 3 � 10�10

Table 1.
Common parameter values of PEMFC cells.
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Figure 2 exhibits the evolutions of the cathodic and anodic overpotentials,
calculated in the same operating conditions, as functions of the current density.
There are great differences between the overpotentials predicted by the three
models, which emphasize the important influence of the active layer on fuel cell
performances. The porous catalyst layer model (agglomerate model) and nonporous
catalyst layer models require only intrinsic parameters: active layer thickness,
platinum load (roughness factor), and kinetic coefficients (exchange current den-
sity). The polarization curves obtained with the porous and nonporous models
exhibit Tafel behavior. Due to the slow diffusion of active species in the homoge-
neous solid phase, the nonporous model tends to overestimate the overpotentials.
Particular attention should be paid to the use of the Tafel law. The effective plati-
num area being higher than the MEA section and the exchange current density i0
should be multiplied by a geometric parameter such as the roughness factor γ
(Eq. 12) to provide corrected Tafel mode l as follows:

ηa=c ¼ ba=c log
i

γj0:a=c
(12)

In Figure 2, the anodic prediction is incoherent because the anodic overvoltage
is negative. Therefore, the Tafel law is only adapted to high current density, far
from thermodynamic equilibrium.

However, Singh et al. [19] suggested that a multidimensional model could
improve the description, since gas composition and temperature vary along the
feeding channels. In addition, these phenomena become critical for large cell areas
used to obtain great current intensities. The flow field allows gas to flow along the
length of the electrode while permitting mass transport to the electrocatalyst nor-
mal to its surface. One of the simplest flow field designs consists of a series of
narrow parallel rectangular channels where fuel or oxidant is fed at one end and
removed from the opposite side. Figure 3 shows a schematic illustration of the
PEMFC that consists of a membrane sandwiched between two gas diffusion
electrodes, this assembly being pressed between two current collectors. Within a
PEMFC, reactant depletion and cathodic water production occur along the length of

Figure 2.
Influence of electrode description on overvoltages à T = 60°C. (a) Anodic overvoltage; c, cathodic overvoltage; 1,
Tafel law corrected with the roughness factor; 2, porous catalyst layer model (agglomerate model); 3, nonporous
catalyst layer model.
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However, Singh et al. [19] suggested that a multidimensional model could
improve the description, since gas composition and temperature vary along the
feeding channels. In addition, these phenomena become critical for large cell areas
used to obtain great current intensities. The flow field allows gas to flow along the
length of the electrode while permitting mass transport to the electrocatalyst nor-
mal to its surface. One of the simplest flow field designs consists of a series of
narrow parallel rectangular channels where fuel or oxidant is fed at one end and
removed from the opposite side. Figure 3 shows a schematic illustration of the
PEMFC that consists of a membrane sandwiched between two gas diffusion
electrodes, this assembly being pressed between two current collectors. Within a
PEMFC, reactant depletion and cathodic water production occur along the length of
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Influence of electrode description on overvoltages à T = 60°C. (a) Anodic overvoltage; c, cathodic overvoltage; 1,
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catalyst layer model.
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the fuel cell due to the electrochemical processes. Gas supply to the catalytic active
site takes place in the porous gas diffusion electrode that contains a GDL consisting
of hydrophobic gaseous pores and a reaction region (CL). Namely, slow diffusion in
the GDL and CL can induce oxygen depletion in the case of air cathode. The
membrane, commonly Nafion®, acts as both a separator and an electrolyte. Water
transport across the membrane results from the electroosmotic water dragging with
proton migration from anode to cathode and water “back-diffusion” that reduces
the concentration gradient. During the operation, these effects can be responsible of
either membrane dehydration or flooding on the porous electrode.

A finite volume method using a computational grid [20] can be used to solve
mass, charge, energy, momentum balances including transport through porous
media, and chemical and electrochemical reactions within the porous electrodes in a
gas diffusion electrode model. Freshly, Zhang et al. [21] have developed a two-
phase multidimensional model to properly handle mass transport. The results of
these computations reveal that liquid water transport inside and across the poly-
meric membrane plays an important role in PEM fuel cell water distributions. In
addition, it was shown that increasing the contact angle at GDL/channel interface is
found to be able to improve the water removal process in channels. However, the
resolution of fuel cell models requires important calculation times to obtain the
detailed variations of flow field, species concentrations, temperature, liquid
saturation, and electronic and ionic phase potentials.

4. Simple multidimensional modeling

4.1 Pseudo 2D modeling

To cut down these difficulties, the pseudo 2D as 1D + 1D approach implies that
(i) meander-like channel is replaced with the straight one and (ii) water and oxygen
concentrations in the channel provide “boundary conditions” for local transport of
these species across the cell. PEMFC cell model, which couples 1D transport across
the cell with 1D description of the flow in the feed channel, has been proposed
[22, 23]. An approach is to model the flow as an ideal gas in a straight channel of

Figure 3.
Scheme of a proton exchange membrane fuel cell and the equivalent electrical circuit for the whole PEMFC for
DC and AC solutions.

86

Thermodynamics and Energy Engineering

cross-section and ignore the influence of viscosity. Dohle et al. [24] have proposed
a pseudo two-dimensional model of the cathode compartment of a PEMFC. The
model is based on the continuity equations for the gases and assumes constant
pressure and plug flow conditions. The influence of hydrodynamics was not con-
sidered. Regardless of the latter point, the model shows some interesting effects for
a simple, parallel flow field channel configuration. The mole fraction change along
the gas channel length results from the normal molar flux Ni

GDL in the y-direction
through the gas diffusion layer (GDL) allowing to the electrochemical processes in
the active layer of the GDL and the corresponding current density changes. Note
that this normal flux also depends on z. The mass balance for a single-phase species i
(= O2, H2, N2) may be written as:

dFi

dz
¼ NGDL

i (13)

where Fi is respectively the molar flow rate for the component Xi. Both oxygen
and hydrogen fluxes are proportional to current density, while the nitrogen flux is
zero because nitrogen is neither consumed nor produced in the fuel cell:

NGDL
i ¼ νii

νeF
(14)

For the specific case of PEMFC, water produced at the cathode can flow
through the gas diffusion layer to reach the gas channel and transport through the
membrane:

NGDL
H2O þNm

H2O ¼ i
2F

(15)

Even if water transport processes into the membrane are not well understood,
the phenomenological model of water transport in the membrane takes into account
water diffusion and water electroosmotic fluxes [25].

4.2 Pseudo 2D modeling: closed-form expression

Dohle et al. [24] have proposed an analytical solution of the oxygen profile along
the channel. This model assumed that oxygen reduction is the determining rate step
and neglects water transport. The oxygen concentration profile is given by:

XO2½ � ¼ XO2½ �0 1� 1� ζð Þ z
Lζ

� �
(16)

where Lζ is the characteristic length of oxygen consumption.

Lζ ¼ 4F
h v0 XO2½ � ∗

γ j0,c

XO2½ �0
XO2½ � ∗

� �1�ζ

exp � 2:3 ηc
bc

� �
(17)

where h is the channel height and v0 is the inlet flow velocity, assuming a kinetic
Tafel law for oxygen reduction (Eq. (12)). Note that for γ = 1, the oxygen profile
distribution becomes:

XO2½ � ¼ XO2½ �0 exp � z
L1

� �
(18)
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the fuel cell due to the electrochemical processes. Gas supply to the catalytic active
site takes place in the porous gas diffusion electrode that contains a GDL consisting
of hydrophobic gaseous pores and a reaction region (CL). Namely, slow diffusion in
the GDL and CL can induce oxygen depletion in the case of air cathode. The
membrane, commonly Nafion®, acts as both a separator and an electrolyte. Water
transport across the membrane results from the electroosmotic water dragging with
proton migration from anode to cathode and water “back-diffusion” that reduces
the concentration gradient. During the operation, these effects can be responsible of
either membrane dehydration or flooding on the porous electrode.

A finite volume method using a computational grid [20] can be used to solve
mass, charge, energy, momentum balances including transport through porous
media, and chemical and electrochemical reactions within the porous electrodes in a
gas diffusion electrode model. Freshly, Zhang et al. [21] have developed a two-
phase multidimensional model to properly handle mass transport. The results of
these computations reveal that liquid water transport inside and across the poly-
meric membrane plays an important role in PEM fuel cell water distributions. In
addition, it was shown that increasing the contact angle at GDL/channel interface is
found to be able to improve the water removal process in channels. However, the
resolution of fuel cell models requires important calculation times to obtain the
detailed variations of flow field, species concentrations, temperature, liquid
saturation, and electronic and ionic phase potentials.

4. Simple multidimensional modeling

4.1 Pseudo 2D modeling

To cut down these difficulties, the pseudo 2D as 1D + 1D approach implies that
(i) meander-like channel is replaced with the straight one and (ii) water and oxygen
concentrations in the channel provide “boundary conditions” for local transport of
these species across the cell. PEMFC cell model, which couples 1D transport across
the cell with 1D description of the flow in the feed channel, has been proposed
[22, 23]. An approach is to model the flow as an ideal gas in a straight channel of

Figure 3.
Scheme of a proton exchange membrane fuel cell and the equivalent electrical circuit for the whole PEMFC for
DC and AC solutions.
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cross-section and ignore the influence of viscosity. Dohle et al. [24] have proposed
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sidered. Regardless of the latter point, the model shows some interesting effects for
a simple, parallel flow field channel configuration. The mole fraction change along
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The mean current density in the cell is defined as an average over the channel
length L:

i ¼ ilim 1� 1� 1� ζð Þ z
Lζ

� � 1
1�ζ

" #
(19)

The limiting current density (ilim) represents the limiting current density, which
is attained when all the available oxygen is consumed:

ilim ¼ 4F
h v0 XO2½ �0

L
(20)

The cathode overpotential is then given by:

ηc ¼
bC
2:3

ln
Kζ

1� ζ
1� 1� i

ilim

� �� �1�ζ
" #

(21)

where:

Kζ ¼ 4F
h v0 XO2½ � ∗
γ j0,c L

XO2½ �0
XO2½ � ∗

� �1�ζ

(22)

Based on the previous physical models, the experimental polarization curves can
be approximated. The fitting parameters are generally the exchange current den-
sity, the Tafel slope, and the limiting current density. Figure 4 displays the effect of
the channel length. The decrease in channel length L increases the limiting current
density (Ilim). The decrease in L not only increases Ilim but improves cell perfor-
mance in the whole range of current densities. Physically, for lower L, oxygen
concentration in the channel is more uniform, and this improves the overall per-
formance per unit cross-section area.

This single-cell model exhibits that the reactive gas diffusion becomes a limiting
step. However, the water management and electrochemical kinetics play a critical
role. For a given cell voltage Ucell assumed to be constant along the gas channel, the

Figure 4.
Voltage–current curves for the three indicated values of channel length L (cm) [24].
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current density distribution Iz must take in to account the membrane conductivity
σm,z, which depends on membrane water content. Therefore, accurate numerical
approaches should be proposed in order to calculate the electrical characteristics
(current density, ohmic resistance, overpotential) as well as gas concentration
distributions along the gas channel.

4.3 Continuous stirred tank reactor approach to fuel cell

A first rigorous 3D modeling of PEM single cell using CFD programs based on
commercial finite volume technic solver has been developed by He et al. [26], to
solve the fully coupled governing equations. The model assumes that liquid film is
formed on the electrode surface during liquid water condensation and computes the
diffusion flux, electroosmotic drag force, and water back-diffusion in order to
assess to water management. According to Zhang and Jiao [27], despite the multi-
plicity of 3D CFD models available in the literature, a satisfactory 3D multiphase
CFD model which is able to simulate the detailed gas and liquid two-phase flow in
channels and reflect its effect on PEM fuel cell performance precisely still was not
real, because it is difficult to solve coupling physics and computation amount is real
barrier. Nandjou et al. [28] have proposed a pseudo 3D model to reduce the com-
putational cost (i.e., the transport equations are formulated using a pseudo 3D
approximation and coupled to an analytical electrochemical model at the catalyst
layers/membrane interface). Nevertheless, the experimental measurement cannot
easily emphasize or “validate” the computing results. Krewer et al. [29] have
showed that 3D CFD results could be compared to experimental results via assum-
ing that the experimental RTD of the inlet and outlet pipes can be used as input
signal for the CFD simulations. Diep et al. [30], thanks to RTD experiments, have
shown that a reduction in the unit cell model dimensionality to 1 + 1 or 1 + 0 D based
on scaling arguments and contrasts with higher dimensional 3D models is accurate.
Figure 5 exhibits a comparison between the model and the outlet RTD. Good
agreement between laminar flow 1+ 0 D-based model and experimental data was
found.

Figure 5.
Comparison between tracer step outlet RTD model fuel cell measurements and one-dimensional numerical
model computations (cathode) [30].
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current density distribution Iz must take in to account the membrane conductivity
σm,z, which depends on membrane water content. Therefore, accurate numerical
approaches should be proposed in order to calculate the electrical characteristics
(current density, ohmic resistance, overpotential) as well as gas concentration
distributions along the gas channel.

4.3 Continuous stirred tank reactor approach to fuel cell

A first rigorous 3D modeling of PEM single cell using CFD programs based on
commercial finite volume technic solver has been developed by He et al. [26], to
solve the fully coupled governing equations. The model assumes that liquid film is
formed on the electrode surface during liquid water condensation and computes the
diffusion flux, electroosmotic drag force, and water back-diffusion in order to
assess to water management. According to Zhang and Jiao [27], despite the multi-
plicity of 3D CFD models available in the literature, a satisfactory 3D multiphase
CFD model which is able to simulate the detailed gas and liquid two-phase flow in
channels and reflect its effect on PEM fuel cell performance precisely still was not
real, because it is difficult to solve coupling physics and computation amount is real
barrier. Nandjou et al. [28] have proposed a pseudo 3D model to reduce the com-
putational cost (i.e., the transport equations are formulated using a pseudo 3D
approximation and coupled to an analytical electrochemical model at the catalyst
layers/membrane interface). Nevertheless, the experimental measurement cannot
easily emphasize or “validate” the computing results. Krewer et al. [29] have
showed that 3D CFD results could be compared to experimental results via assum-
ing that the experimental RTD of the inlet and outlet pipes can be used as input
signal for the CFD simulations. Diep et al. [30], thanks to RTD experiments, have
shown that a reduction in the unit cell model dimensionality to 1 + 1 or 1 + 0 D based
on scaling arguments and contrasts with higher dimensional 3D models is accurate.
Figure 5 exhibits a comparison between the model and the outlet RTD. Good
agreement between laminar flow 1+ 0 D-based model and experimental data was
found.
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On the other hand, to simplify the hydrodynamic description (modeling) or
experimental observations, it is possible to employ the ideal reactor models.
The continuous stirred tank reactor (CSTR) model does not require a long
computing time. Benziger et al. [31] have employed this method to explore the
auto-humidification of the PEMFC. In Figure 6, the anode and cathode chambers in
the PEM fuel cell are modeled as two stirred tank reactors (STR). The previous
models can only be considered as approximate, and more refined approach shall be
preferred, in particularly for larger fuel cells.

Boillot et al. [32] have demonstrated that the bipolar plate is similar to a series of
continuous stirred tank reactors. These authors have studied various models with or
without exchange zones. They have observed that best fitting was obtained by the
simple model of CSTR in series and the optimal number of CSTR (J) varied from
four to six in the range investigated (Figure 7).

Deseure [33] proposed series of CSTR to solve the mass balance equation inside
the gas channel (Figure 8). The electrode is divided into k elementary units. With
such a hypothesis, gas transport in the gas channel is assumed to be infinitely fast,
leading to homogeneous gas composition for each CSTR. In particular, the partial
pressure of a component in the elementary unit (k) is equal to that of the outlet and

Figure 6.
STR PEM fuel cell model [31].

Figure 7.
RTD measurements and modeling of the column flow pattern (signals in arbitrary units) [32].
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to that of the elementary unit (k + 1) inlet. The resolutions of mass balances are
numerically obtained thanks to the continuity of the flux between the GDL, the CL,
and the membrane.

The electrode is divided into k elementary units, where the gas transport in the
gas channel is assumed to be infinitely fast leading to homogeneous gas composition
for each CSTR. Partial pressure of a component in the elementary unit (k) is equal
to the outlet one and equal to the elementary unit (k + 1) inlet one. Like the 1D + 1D
approach, all elementary units have the same voltage U due to the high electrical
conductivity of bipolar plate and backing layer. Therefore, partial pressures of each
component in each elementary unit vary and make necessary to solve mass balances
and current density in each elementary unit at the same time. The current–voltage
expression used is the one proposed previously in Section 2.1. The molar balance
equation of each CSTR with electrode geometric area Sk for each component in gas
phase in steady state is written as:

Fk,in
H2O � Fk,out

H2O ¼ ξkSkNGDL,k
H2O (23)

Fk,in
O2

� Fk,out
O2

¼ SkNGDL,k
O2

(24)

Fk,in
N2

� Fk,out
N2

¼ 0 (25)

ST ¼
X
k

Sk (26)

The term ξk represents the ratio of gas molar flux divided by liquid molar flux
that is estimated using a numerical optimization (1 ≤ ξk ≥ 0). The global mass
balance for each CSTR is given by:

Figure 8.
Schematic description of the PEMFC half cell (cathode) [33].
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Fk,in
T � Fk,out

T ¼ Sk NGDL,k
O2

þNGDL,k
H2O

� �
(27)

and the gas flux of consumption and production are expressed as:

NGDL,k
H2O ¼ ik

2F
�Nm,k

H2O (28)

NGDL,k
O2

¼ � ik

4F
(29)

To satisfy saturated vapor pressure of water, the following expression is
required:

Psat ¼ e
13:66� 5096:23

Tþ273:15ð Þ

� �
(30)

The resolution of mass balance is numerically obtained thanks to the continuity
of flux between the backing layer, the active layer, and the membrane. The molar
flux density of oxygen and nitrogen are nil at membrane/electrode layer interface,
and the molar flux density of water are given by the solution of the equation
(Eq. (15)). Thus, the sum of diffusion and electroosmotic fluxes yields in steady
state a first-order differential equation:

Nm,k
H2O ¼ τ0ik

F
λka þ

λkc � λka
1� ek

k
mLm

� �
(31)

kkm ¼ EWτ0ik

ρdryDmF
(32)

λkc and λka stand for polymer water content at the membrane/active layer inter-
face respectively at cathode and anode. The thermodynamic equilibrium between
water vapor in the backing layers and liquid water in the polymer has been assumed
using Eq. (30).

The ionic conductivity of polymeric membrane could be accessed thanks to the
Neubrand [34] equation as follows:

σHþ ¼ e �EA
1
T� 1

353ð Þð Þ 0:0013λ3 þ 0:0298λ2 þ 0:2658λ
� �

(33)

EA ¼ 2640e �0:6λð Þ þ 1183 (34)

λkc and λka are determined using sorption equilibrium of [35]:

λ ¼ 0:3þ 10:8
PyH20

Psat

� �
� 16

PyH20

Psat

� �2

þ 14:1
PyH20

Psat

� �3

(35)

The set of these equations could be solved by iterative methods and have needed
only these inlet conditions XO2½ � ∗ , XN2½ � ∗ , XN2½ � ∗ and Fin,0

O2
, Fin,0

N2
, Fin,0

H2O, where Fin,0
O2

þ
Fin,0
N2

þ Fin,0
H2O ¼ Fin,0

T . The conventional way to investigate the influences of the mass
flux on electrochemical behavior uses the inlet molar flux, which are proportional to
the current density and the stoichiometry at the cathode. This flux is currently
expressed using the stoichiometry oxygen coefficient rO2 , and this expression is
given by:
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Fin,0
O2

¼ rO2S
T I
4F

(36)

with I as the average current density of ik given by Eq. (17). In order to initialize
the computing, the initial inlet molar flux density is obtained considering only one
STR according to Benziger et al. [31] investigations. This model does not take into
account the liquid water apparition; according to this assumption the values of rO2

are calculated in order to obtain a gaseous condition. A simple mass balance could
estimate the minimal air flux or rO2 value for non-apparition of liquid water on the
cathode:

rO2 Tð Þ ¼ 0:21
2þ P

P�Psat Tð Þ
P

P�Psat Tð Þ � HRCP
P�HRCPsat Tð Þ

" #
(37)

This mass balance equation considers that the produced water by oxygen reduc-
tion is fully exhausted by the gas flux. However, this relation does not take into
account the water flux provided from anode side: for this reason, the stoichiometry
oxygen coefficient is proposed at high value. Indeed, Figure 4 shows the limit of
liquid water apparition as a function of water activity (HRC) of inlet gas. In any
simulated cases, the selected values of rO2 allow to avoid the flooding. To insure no
saturation by water in all studied cases, the feeding flux in simulations could be
proposed at high level such as presented in Figure 9.

4.4 Results of continuous stirred tank reactor approach to fuel cell

The aim of these simulations is to emphasize the dependence of the locale
electrochemical behavior on overall electrical performance. Three kinds of humidi-
fication mode are investigated: the auto-humidification, the humidification of inlet
gas, and the humidification via the membrane. The steady-state equations of each
elementary unit are solved thanks to the “simplex” numerical optimization method.
First, the effect of water and ion transport within the membrane has been

Figure 9.
The minimal stoichiometry oxygen coefficient rO2ð Þ to obtain a single-phase condition as a function of INLET
HRC with t = 60°C without membrane water exchange.
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gas, and the humidification via the membrane. The steady-state equations of each
elementary unit are solved thanks to the “simplex” numerical optimization method.
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Figure 9.
The minimal stoichiometry oxygen coefficient rO2ð Þ to obtain a single-phase condition as a function of INLET
HRC with t = 60°C without membrane water exchange.
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investigated; Figure 9 shows the minimal stoichiometry oxygen coefficient rO2
to

obtain a single-phase condition without membrane water exchange. Therefore it is
possible to scrutinize the average ohmic drop within the membrane versus humid-
ification process. The ohmic behavior appears as linear contribution of overall
polarization curves. Figure 10 shows thee ratio of ideal conductivity of fully
hydrated Nafion® membrane (Eq. (35)) divided per average ionic conductivity
trough the membrane according to the set parameter of gathered in Table. Consid-
ering a series of two CSTR with rO2 = 2.2, it was observed that the auto-
humidification or the humidification of inlet gas involves similar ion conductivity
performance. Of course, a humidification of inlet gas at 45°C improves the effective
membrane conductivity, but the impact of water production inside catalyst layer is
more significant.

In the cases of dry inlet condition which corresponds to a PEM fuel cell operating
with pure hydrogen and oxygen, the stoichiometric effects have been simulated by
Han and Chung [36]. The results of these computations have shown decreasing
membrane ratio conductivity with increasing stoichiometry oxygen coefficient rO2

and the main effect of water production. Therefore as highlighted by Nguyen and
White [37], the membrane ratio conductivity is expected to depend on gas distribu-
tion. Figure 11 shows a decreasing effective conductivity with increasing number of
CSTR series: it is worth mentioning that piston flow distribution (20 CSTR) increases
the ohmic drop and the static mixing (1 or 2 CSTR) improves membrane conductivity.

In Figure 12 the opposite effect is observed for rO2 = 2.2; gas access is limited
when static mixing is developed (two CSTR). Then, cathodic overvoltage is higher
considering only 2 CSTR than using a series of 20 CSTR. Nevertheless, ionic access
to the catalyst areas is modeled here, and for a large amount of gas flow (rO2 = .11),
piston flow distribution increases the cathodic overvoltage.

At this stage, it is important to study the distribution of current density. In
Figure 13, the simulations show the effects of oxygen gas access. The gas distribu-
tion is the main control on current densities along the gas channel. At the cathode
inlet, dry gas feeds the fuel cell; the water content in the cathode stream increases

Figure 10.
Membrane ratio conductivity as a function of hydration process and current density considering a series of two
CSTR, rO2 = 2.2 and T = 60°C.
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with decreasing number of CSTR because the amount of water transported back to
the anode by back-diffusion is lower than convective water flux. For higher water
content in the cathode side, diffusion limitations are increased. Consequently the
local current density decreases, and the net water flux across the membrane also
decreases, resulting in a lower depletion rate of water from the anode gas stream, a
lower production rate of water in the cathode, and a lower depletion rate of hydro-
gen and oxygen.

However, near the inlet of the cell, as the current density is high and cathodic
water concentration is low, the electroosmotic drag coefficient is higher, and ionic
access limits the reaction rate. This observation is possible in case of piston flow (20

Figure 11.
Membrane ratio conductivity as function of CSTR series approaches and current density, considering rO2 = 2.2,
T = 60°C with dry inlet conditions.

Figure 12.
Simulation of cathodic overpotential with varying CSTR approach and stoichiometry oxygen coefficient,
considering rO2 = 2.2,T = 60°C with dry inlet conditions.
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Figure 12.
Simulation of cathodic overpotential with varying CSTR approach and stoichiometry oxygen coefficient,
considering rO2 = 2.2,T = 60°C with dry inlet conditions.
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CSTR). In Figure 14, at low stoichiometric value, a depletion of reactants can be
observed close to the outlet, thus generating a cathodic overpotential increase and a
dramatically current density decrease in this part. It is interesting to note that water
molar fraction increases at the cathode side in connection to the electroosmotic drag
of water, from anode to cathode, and the insufficient “back-diffusion” from the
cathode to anode. Water transport and production at the cathode result in increas-
ing water content at the cathode side along the gas channel while it decreases at the
anode side.

This study has drawn attention to the relative advantages of using a CSTR
description. Moreover liquid water phase only exists at the cathode side, thus
leading to the polymer drying out at the anode and consequently increasing ohmic
resistance. In the future, it will be important to include the flooding or partial
flooding effects that were not taken into account in this study.

Figure 13.
Simulation of local current density distribution along the channel (rO2 = 2.2 for dry conditions at T = 60°C with
|ηc| = 0.55 V).

Figure 14.
Simulation of local oxygen (■) and water (�) molar fraction distribution along the channel (rO2 = 2.2 for dry
conditions at T = 60°C with |ηc| = 0.55 V).
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5. Conclusion: single-cell modeling results and limits

We have shown, through a simplified but physically reasonable model of PEM
fuel cell steady-state multiplicity, caused by reactant access (oxygen) or water
management (a product of the reaction) and the reaction rate. Of course, catalyst
loading is critical but 0-D models do not have enough accuracy to perform realistic
predictions. Closed-form model (pseudo 2D) can provide relevant simulations but
does not take into account water management. The succinct analogy with CSTR can
provide fruitful analysis of water management through the fuel cell. This approach
was settled with a view to determining the impact of gas distribution in the gas
channel using a fluid dynamics observation (i.e., RTD) coupled with the usual
electrochemical model. Water production and removal are analogous to heat pro-
duction and removal. Therefore this analogy (energy balance) can be added to the
present electrochemical pseudo 2D approach of mass balance (CSTR-PEM).

Operating conditions that can threaten the life of the PEM cell are not easy to
detect; using simple models for fast computation with A.I. shall avoid the problem-
atic lack of large experimental databases. Predictive models and A.I. can take up the
challenge of “Smart Grid”.

List of symbols

ai the specific surface area (m�1)
b Tafel slope (V dec�1)
Cdl double-layer capacitance (F m�2)
cT total gas concentration (mol m�3)
d pore diameter (m)
Di diffusion coefficient (m2 s�1)
E0 equilibrium potential (V)
EW dry membrane weight per mole of sulfonate group (kg mol�1)
F Faraday’s constant (C mol�1)
Fi molar flow rate for the component Xi (mol s�1)
h enthalpy (J mol�1)
I current (A)
i current density (A m�2)
j faradaic current density (A m�2)
LCL CL thickness (m)
Mi molecular weight of i (kg mol�1)
Ni flux density of each dissolved species (mol m�2 s�1)
Ri homogeneous reaction rate (mol m�3 s�1)
ri heterogeneous reaction rate (mol m�2 s�1)
T temperature (K)
t time (s)
V potential (V)
v bulk velocity (m s�1)
[Xi] total gas concentration of the species (mol m�3)
xi mole fraction of the species Xi

Z impedance (Ω)
zi charge (�)
ΔS entropy (J mol�1 K�1)
δ GDL thickness (m)
ε porosity (�)
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Φ electrostatic potential
Γi surface concentration of a solute species i (mol m�2)
γ roughness factor
η overpotential (V)
λ water content of the membrane (�)
νe exchange number of electron (�)
νi stoichiometric coefficient of species i (�)
ρ density (kg m�3)
σ conductivity of the solution (S m�1)
τ tortuosity (�)
τ0 electroosmotic drag coefficient (�)

A. Appendix

A.1 The classical catalyst layer model

Under steady-state conditions, the dimensionless equations relating the concen-
trations of species (Eq. (17)) are obtained by setting ∂=∂t ¼ 0:

∂
2Xi

∂Y2 þ ae
νij0,a=cL

2

νej jFDeff
i Xi½ � ∗

exp �2:3
ηa=c
b

� �
Xi ¼ 0 (A1)

By introducing the dimensionless parameter Xi ¼ Xi½ �= Xi½ � ∗ and Y ¼ y=LCL, the
Thiele’ modulus (mL) appears as follows:

mLð Þ2 ¼ ae
νij jj0,a=cL2

νej jFDeff
i Xi½ � ∗

exp �2:3
ηa=c
b

� �
¼ 0 (A2)

Note that this dimensionless parameter mL enables us to compare diffusion
resistances with regard to kinetic resistance on the active layer performances. The
stationary problem has an analytical solution in the regime in which the effect of
charge transport can be neglected. The steady-state formulation of the mass balance
equation within the CL (Eq. (33)) leads to an expression of the geometrical current
density i in the CL versus the overpotential:

i ¼ γ j0,a=c exp �2:3
ηa=c
b

� � Xi½ �0
Xi½ � ∗

tanh mLð Þ
mL

¼ 0 (A3)

where γ (=ae � LCL) is the roughness factor. This model predicts two distinct
regions arising from control by kinetics and the other due to the control of both
kinetic and diffusion. Under kinetics control, for low current density corresponding
to mL <<1, concentration depletion in the active layer does not occur, and the
current density remains equal to the kinetic one:

i ¼ γ j0,a=c exp �2:3
ηa=c
b

� � Xi½ �0
Xi½ � ∗

¼ 0 (A4)

Conversely, under kinetics and diffusion control corresponding to mL>> 1, since
tanh(mL) converges to unity, the current density can be approximated by [38]:
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i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νej jFDeff

i ci,0 γ j0,a=c
νij jL

vuut exp �2:3
ηa=c
2 b

� � Xi½ �0
Xi½ � ∗

¼ 0 (A5)

A catalyst layer controlled by both kinetics and diffusion is analogous to the
classical chemical engineering problem of porous catalyst pellet with a first-order
reaction controlled by mass transport limitation of reactant characterized by
Thiele’s modulus. This explanation also holds for fuel cell model where the active
layer may be considered to be a single pellet or agglomerate. When both kinetic and
diffusion in the active layer are controlling the electrochemical process, it is well-
known that limiting current behavior does not occur, but rather a doubling of the
effective Tafel slope on a steady-state polarization curves and a first-order depen-
dence on the concentration [38]. The shapes of the concentration profiles depend
strongly on parameter mL [39]. The model allows us to understand easily how the
diffusion limitation within the catalyst layer acts on the DC responses. Under
kinetic control (mL < <1), the diffusion is fast enough to supply the reacting
species up to the catalyst surface in the GDE, and the concentration profile remains
close to a constant value in the catalyst layer. Conversely, with increasing diffusion
limitation (i.e., increasing parameter mL), an increasing concentration gradient is
predicted. Figure A1 shows the influence of the diffusion limitation within the
active layer on the polarization curve. Under kinetic and diffusion control in the
active layer, a doubling of the apparent Tafel slope is observed in the DC response.
Simulation was performed by considering parameters summarized in Table 1.

b ¼ 2� 120 mV=dec:

b ¼ 120 mV=dec:

Figure A1.
Simulated i - |η| curve for a catalyst layer.
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Chapter 6

Improving Heat-Engine
Performance via High-
Temperature Recharge
Jack Denur

Abstract

Perfect (reversible) cyclic heat engines operate at Carnot efficiency. Perfect
reversible) nonheat engines and noncyclic heat engines operate at unit (100%)
efficiency. But a usually necessary, although not always sufficient, requirement
to achieve reversibility is that an engine must operate infinitely slowly, i.e.,
quasi-statically. And infinitely slow operation, which implies infinitesimally small
power output, is obviously impractical. Most real heat engines operate, if not at
maximum power output, then at least closer to maximum power output than to
maximum efficiency. Endoreversible heat engines delivering maximum power
output operate at Curzon-Ahlborn efficiency. Irrespective of efficiency, engines’work
outputs are in almost all cases totally frictionally dissipated as heat immediately
(e.g., an automobile operating at constant speed) or on short time scales. But if a heat
engine’s work output must be frictionally dissipated, it is best to dissipate it not into
the cold reservoir but at the highest practicable temperature. We dub this as high-
temperature recharge (HTR). This is not always practicable. But if it is practicable,
it can yield improved heat-engine performance. We discuss improvements of the
Carnot and Curzon-Ahlborn efficiencies achievable via HTR, and show consistency
with the First and Second Laws of Thermodynamics. We reply to criticisms of HTR.

Keywords: Carnot efficiency, Curzon-Ahlborn efficiency, entropy,
First Law of Thermodynamics, Second Law of Thermodynamics, heat engines,
high-temperature recharge (HTR)

1. Introduction, overview, and general considerations

Perfect (reversible) cyclic heat engines operate at Carnot efficiency [1–7].
Perfect (reversible) nonheat engines and noncyclic (necessarily one-time, single-
use) heat engines operate at unit (100%) efficiency. A simple example of a
noncyclic heat engine is the one-time expansion of a gas pushing a piston. (If the
expansion is isothermal, the heat is supplied from the internal energy of a reservoir;
if is adiabatic, the heat is supplied from the internal energy of the gas itself. A
polytropic expansion is intermediate between these two extremes.) Other examples
include rockets: the piston (payload) is launched into space by a one-time power
stroke (but typically most of the work output accelerates the exhaust gases, not the
payload) and firearms: the piston (bullet) is accelerated by a one-time power stroke
and then discarded (but some, typically less than with rockets, of the work output
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accelerates the gases resulting from combustion of the propellant). (Some rocket
engines, e.g., those employed in the Space Shuttle and by SpaceX, can be
refurbished and reused, but both the first use and each subsequent refurbishment
and reuse constitute a necessarily one-time, single-use of a noncyclic rocket heat
engine.)

But a usually necessary [1–7], although not always sufficient, requirement to
achieve reversibility is that a heat engine, whether cyclic or noncyclic—indeed any
engine, heat engine or otherwise—must operate infinitely slowly, i.e., quasi-
statically [1–7]. And infinitely slow operation, which implies infinitesimally small
power output, is obviously impractical [1–7]. Indeed, some types of friction, such as
sliding and rolling friction, do not vanish as the speed of operation becomes infi-
nitely slow [8–11] [see also Ref. [1], Sections 5-2, 6-1, 6-2, 8-1, 11-1, and 11-2; Ref.
[2], Section 4.2 (especially the 3rd and 4th paragraphs) and Figure 4.3; Ref. [3],
Problem 4.2-1; and Ref. [4], Section 3.6]. In such cases, reversibility does not
obtain even with infinitely slow, i.e., quasi-static, operation [8–11]. By contrast, for
example, in cosmology, reversibility may in some cases obtain even with processes
occurring at finite rates [12], but of course this is not relevant with respect to
practical heat engines.

Most real heat engines operate, if not at maximum power output, then at least
closer to maximum power output than to maximum efficiency. Assuming
endoreversibility (irreversible heat flows directly proportional to finite temperature
differences but otherwise reversible operation), at maximum power output cyclic
heat engines operate at Curzon-Ahlborn efficiency [13–15] (see also Ref. [3],
Section 4-9). The work outputs of heat engines—indeed of all engines, heat engines
or otherwise—are in almost cases totally frictionally dissipated as heat immediately
or on short time scales [16, 17]. For example, an automobile’s cyclic heat engine’s
work output in initially accelerating the automobile is typically frictionally dissi-
pated only a short time later the next time the automobile decelerates; its work
output while the automobile travels at constant speed is immediately and continu-
ally frictionally dissipated. [Rare exceptions include, for example, a noncyclic
rocket heat engine’s work output being sequestered essentially permanently as
kinetic and gravitational potential energy in the launching of a spacecraft (but
typically most of the kinetic energy accelerates the exhaust gases, not the payload)
and a cyclic heat engine’s work output being sequestered for a long time interval as
gravitational potential energy in the construction of a building.]

We note that the work output of any engine (heat engine or otherwise) can be
dissipated only via friction. Additional losses can, and almost always if not always,
also occur, for example, irreversible heat losses engendered by finite temperature
differences (no insulation is perfect). [The Curzon-Ahlborn efficiency [13–15] (see
also Ref. [3], Section 4-9) takes into account losses due to irreversible heat flows
directly proportional to finite temperature differences but assumes otherwise
reversible operation.] But such heat losses are notwork. An engine’s work output per
se can be dissipated only via friction. This is true because work is a force exerted
through a distance: thus work can be dissipated only by an opposing force that is
nonconservative. And nonconservative force is friction. [It might be contended that,
ultimately, friction is the electromagnetic force, which is conservative. But for all
typical macroscopic motions, for which the kinetic energy in any given degree of
freedom greatly exceeds kBT (kB is Boltzmann’s constant,T is the temperature),
friction is effectively nonconservative.]

But if a heat engine’s work output must be frictionally dissipated, it is best to
dissipate it not at the temperature of its cold reservoir but instead at the highest
practicable temperature. This is consistent with the Second Law of Thermodynam-
ics, which allows frictional dissipation of work into heat at any temperature [1–7]
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(in Ref. [6], see pp. 11–12, 60–65, and 263–265, especially pp. 263–265). The entropy
increase resulting from frictional dissipation of work W at temperature T, namely
ΔS ¼ W=T, decreases monotonically with increasing T but is positive for any finite
T—and the Second Law requires only that ΔS≥0 [1–7].

We should emphasize that the entropy increase ΔS ¼ W=T associated with work
W being frictionally dissipated at temperature T is always ΔS ¼ W=T and hence
always decreases monotonically with increasing T. Whether the coefficient of fric-
tion is small or large makes no difference in ΔS ¼ W=T. Of course, all other things
being equal, if the coefficient of friction is small, frictional dissipation of W will
take longer than if the coefficient of friction is large. But the entropy increase ΔS ¼
W=T associated with work W being frictionally dissipated at temperature T is the
same whether the coefficient of friction is small or large. Even with coefficients of
friction in the low range, W will typically be frictionally dissipated immediately or
on short time scales.

Of course, efficiency is highest if workW, whether supplied via a heat engine or
otherwise, is not frictionally dissipated at all. This would obtain, for example, in
perfect (reversible) regenerative braking of an electrically-powered motor vehicle,
with the motor operating backward as a generator during braking. It also would
obtain, for example, if a noncyclic rocket heat engine’s work output is perfectly
(reversibly) sequestered as kinetic and gravitational potential energy in the
launching of a spacecraft (but typically most of the kinetic energy accelerates the
exhaust gases, not the payload) or if a cyclic heat engine’s work output is perfectly
(reversibly) sequestered as gravitational potential energy in the construction of a
building. But of course in practice (as opposed to in principle) total avoidance of
frictional dissipation of work [and also of additional losses, e.g., due to irreversible
heat flows engendered by finite temperature differences (no insulation is perfect)]
is not possible.

Although we do not consider them in this chapter, we should note that: (a) There
are generalizations of the Curzon-Ahlborn efficiency [13–15] (see also Ref. [3],
Section 4-9) at maximum power output both for macroscopic heat engines [18–20]
and for microscopic heat engines [21, 22], with irreversible heat flows not necessar-
ily directly proportional to temperature differences. (b) There are analyses of max-
imum heat-engine work output per cycle (as opposed to maximum power output)
[23]. Comprehensive discussions concerning the Curzon-Ahlborn efficiency and
generalizations thereof are provided in Refs. [24–26]. Some, but not all, such gen-
eralized efficiencies [18–26] do not differ greatly from the Curzon-Ahlborn effi-
ciency [13–15] (see also Ref. [3], Section 4-9). In particular, we note that alternative
results [26] to the Curzon-Ahlborn efficiency have been derived [26]. But for
definiteness and for simplicity, in this chapter, we employ the standard Curzon-
Ahlborn efficiency [13–15] (see also Ref. [3], Section 4-9) for cyclic heat engines
operating at maximum power output.

A misconception pertaining to the efficiencies of engines (heat engines or oth-
erwise) is discussed and corrected in Section 2.

In Section 3, we review the work outputs, efficiencies, and entropy productions
of Carnot (reversible) and Curzon-Ahlborn (endoreversible) heat engines, first
without frictional dissipation of a heat engine’s work output and then with frictional
dissipation thereof into its cold reservoir. In Section 3, we do not consider frictional
dissipation of a heat engine’s work output at the highest practicable temperature,
which we dub as high-temperature recharge (HTR).

In Section 4, we discuss the work outputs, efficiencies, and entropy productions
of Carnot and Curzon-Ahlborn heat engines operating with frictional dissipation of
a heat engine’s work output at the highest practicable temperature—which we dub
as high-temperature recharge (HTR)—and the improvements thereof over those
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Of course, efficiency is highest if workW, whether supplied via a heat engine or
otherwise, is not frictionally dissipated at all. This would obtain, for example, in
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Although we do not consider them in this chapter, we should note that: (a) There
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and for microscopic heat engines [21, 22], with irreversible heat flows not necessar-
ily directly proportional to temperature differences. (b) There are analyses of max-
imum heat-engine work output per cycle (as opposed to maximum power output)
[23]. Comprehensive discussions concerning the Curzon-Ahlborn efficiency and
generalizations thereof are provided in Refs. [24–26]. Some, but not all, such gen-
eralized efficiencies [18–26] do not differ greatly from the Curzon-Ahlborn effi-
ciency [13–15] (see also Ref. [3], Section 4-9). In particular, we note that alternative
results [26] to the Curzon-Ahlborn efficiency have been derived [26]. But for
definiteness and for simplicity, in this chapter, we employ the standard Curzon-
Ahlborn efficiency [13–15] (see also Ref. [3], Section 4-9) for cyclic heat engines
operating at maximum power output.

A misconception pertaining to the efficiencies of engines (heat engines or oth-
erwise) is discussed and corrected in Section 2.

In Section 3, we review the work outputs, efficiencies, and entropy productions
of Carnot (reversible) and Curzon-Ahlborn (endoreversible) heat engines, first
without frictional dissipation of a heat engine’s work output and then with frictional
dissipation thereof into its cold reservoir. In Section 3, we do not consider frictional
dissipation of a heat engine’s work output at the highest practicable temperature,
which we dub as high-temperature recharge (HTR).

In Section 4, we discuss the work outputs, efficiencies, and entropy productions
of Carnot and Curzon-Ahlborn heat engines operating with frictional dissipation of
a heat engine’s work output at the highest practicable temperature—which we dub
as high-temperature recharge (HTR)—and the improvements thereof over those
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obtainable (as per Section 3) without HTR. Cases wherein HTR is practicable
include, but are not necessarily limited to, (a) hurricanes, which via HTR are
rendered more powerful than they would otherwise be [27–37], (b) thermoelectric
generators [38], and (c) heat engines powered by a cold reservoir, employing ambient
as the hot reservoir, for example, heat engines powered by the evaporation of water
[39–51] or by liquid nitrogen [52], ocean-thermal-energy-conversion (OTEC) heat
engines [53–56], and heat engines powered by the cold of outer space [57].

Concerning (a) in the immediately preceding paragraph, on the one hand,
the importance of HTR (dubbed as “dissipative heating”) has been confirmed in a
study of Hurricane Andrew (1992) [36], and, as one might expect, “dissipative
heating appears to be a more important process in intense hurricanes, such as
Andrew, than weak ones” [36]. But, on the other hand, more recently it has been
contended [37] that, while HTR exists in hurricanes, it is of lesser importance than
previously supposed [27–36]. [There are occasional speculations concerning
extracting useful energy from hurricanes (with or without help from HTR) and also
freshwater. But, of course, except for (strongly built!) windmills and ocean-wave-
powered generators for extracting energy and reservoirs for extracting freshwater,
this is beyond currently available (and perhaps even currently foreseeable) tech-
nology. To the extent that HTR increases wind speeds in hurricanes, it increases the
power flux density available to (strongly built!) windmills and ocean-wave-
powered generators: wind power flux density is proportional to the cube of the
wind speed (and directly proportional to the air density). But, at least for the time
being, the main (or perhaps even only) employment of HTR in hurricanes is by
the hurricanes themselves, to increase their wind speeds, whether as previously
supposed [27–36] or to a lesser degree [37].

To the best knowledge of the author, the concept of HTR was first partially and
qualitatively broached by Spanner (see Ref. [6], pp. 11–12, 60–65, and 263–265,
especially pp. 263–265) and, later, was first fully and quantitatively expounded and
developed by Emanuel [27–34] in the course of his research concerning hurricane
science. It was subsequently employed by Apertet et al. [38] for increasing efficien-
cies of thermoelectric generators. In these works [6, 27–34, 38] and in related works
[35–37, 58–62], the concept is not dubbed HTR, but of course it is the concept itself,
and not the dubbing it with a name, that is important. To the best knowledge of the
author, the concept has not been dubbed HTR (dubbed, if at all, as “dissipative
heating”) in the previous literature. Heat engines employing it have previously been
dubbed “dissipative engines” (see, e.g., Refs. [58–60]).

The increases in efficiency attainable via HTR are not practicable if frictional
dissipation of work into other than the cold reservoir is not practicable. Thus they
are never practicable for noncyclic (necessarily one-time, single-use) heat engines:
however the work output of a noncyclic (necessarily one-time, single-use) heat
engine might be frictionally dissipated, the heat thereby generated cannot restore
the engine to its initial state. Moreover in many cases the work outputs of noncyclic
(necessarily one-time, single-use) heat engines are not frictionally dissipated at all,
at least not during practicable time scales, for example, a noncyclic rocket heat
engine’s work output is sequestered essentially permanently as kinetic and gravita-
tional potential energy in the launching of a spacecraft (but typically most of the
kinetic energy accelerates the exhaust gases, not the payload). They also are never
practicable for reverse operation of cyclic heat engines as refrigerators or heat
pumps, because for both refrigerators and heat pumps, the total energy output (the
work W, plus the heat QC extracted from a cold reservoir at the expense of W as
required by the Second Law of Thermodynamics) always is deposited as heat QH

into the hot reservoir (QH = QC þ W): thus there is never any additional energy to
be deposited into the hot reservoir (as there is from frictional dissipation of work
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done via forward operation of cyclic heat engines). {See Ref. [1], Section 20-3; Ref.
[2], Sections 4.3, 4.4, and 4.7 (especially Section 4.7); Ref. [3], Sections 4-4, 4-5,
and 4-6 (especially Section 4-6); Ref. [5], Section 5.12 and Problem 5.22; Ref. [7],
pp. 233–236 and Problems 1, 2, 4, 6, and 7 of Chapter 8; Ref. [16], Chapter XXI; Ref.
[17], Sections 6.7, 6.8, 7.3, and 7.4; and Ref. [54], Sections 5-7-2, 6-2-2, 6-9-2, and
6-9-3, and Chapter 17. [Problem 2 of Chapter 8 in Ref. [7] considers absorption
refrigeration, wherein the entire energy output is into an intermediate-temperature
(most typically ambient-temperature) reservoir, and hence for which HTR is even
more strongly never practicable.]} They also are not practicable for cyclic heat engines
in cases wherein a cyclic heat engine’s work output is not frictionally dissipated
immediately or on short time scales [16, 17], for example, as gravitational potential
energy sequestered for a long time interval in the construction of a building. For a
building once erected typically remains standing for a century or longer. Even if, when
it is finally torn down, its gravitational potential energy were to be totally frictionally
dissipated into a hot reservoir, it is simply impracticable to wait that long. Thus HTR is
not practicable in all cases. But in the many cases wherein cyclic heat engines’ work
outputs are frictionally dissipated immediately or on short time scales [16, 17], practi-
cability obtains: improved conversion—and reconversion—of frictionally dissipated
heat into work, and hence improved cyclic heat-engine performance, can then obtain.

Since HTR is never practicable for noncyclic (necessarily one-time, single-use)
heat engines such as rockets or firearms, or for reverse operation of cyclic heat
engines as refrigerators or heat pumps, henceforth we will (except where otherwise
mentioned) focus exclusively on forward operation of cyclic heat engines.

Note that the primarily relevant time scale pertaining to “in the many cases
wherein cyclic heat engines’ work outputs are frictionally dissipated immediately
or on short time scales [16, 17]” is (i) the time interval between a cyclic heat
engine’s work output and frictional dissipation of this work output [16, 17], not
(ii) the time interval required for frictional dissipation per se. The time interval
(ii) is zero in all cases wherein work is done against the nonconservative force of
friction and hence frictionally dissipated immediately. Indeed, in all cases of
steady-state engine operation against friction (e.g., an automobile traveling at
constant speed) both time intervals are zero. This is by far the most common mode
of engine operation. Even work output sequestered when an engine is started or
when an automobile accelerates is typically frictionally dissipated only a short time
later, when the engine is turned off or when the automobile decelerates. Work
output sequestration for a century or longer can obtain (as gravitational potential
energy) in the construction of buildings and essentially permanently in the
launchings of spacecraft—but these are rare exceptions. Thus we focus on time
interval (i): a necessary (but not sufficient) condition for HTR to be practicable is
that the time interval (i) be zero or at most short. (This condition is automatically
met in steady-state engine operation, wherein work is frictionally dissipated
immediately and hence both time intervals are zero.)

But for cyclic heat engines whose work outputs typically are frictionally dissi-
pated immediately or on short time scales [16, 17], HTR often is practicable. For
cyclic heat engines employing ambient as the cold reservoir, the existent hot reservoir
is likely already at the practicable upper temperature limit. Hence for these cyclic
heat engines, HTR at the temperature of the hot reservoir could increase efficiency,
but HTR at a still higher temperature probably would not be practicable. By con-
trast, consider cyclic heat engines powered by a cold reservoir, employing ambient as
the hot reservoir, for example, cyclic heat engines powered by the evaporation of
water [39–51] or by liquid nitrogen [52], ocean thermal-energy-conversion (OTEC)
heat engines [53–56], and heat engines powered by the cold of outer space [57].
For these cyclic heat engines, HTR at a higher temperature than ambient probably
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wind speed (and directly proportional to the air density). But, at least for the time
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especially pp. 263–265) and, later, was first fully and quantitatively expounded and
developed by Emanuel [27–34] in the course of his research concerning hurricane
science. It was subsequently employed by Apertet et al. [38] for increasing efficien-
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[35–37, 58–62], the concept is not dubbed HTR, but of course it is the concept itself,
and not the dubbing it with a name, that is important. To the best knowledge of the
author, the concept has not been dubbed HTR (dubbed, if at all, as “dissipative
heating”) in the previous literature. Heat engines employing it have previously been
dubbed “dissipative engines” (see, e.g., Refs. [58–60]).

The increases in efficiency attainable via HTR are not practicable if frictional
dissipation of work into other than the cold reservoir is not practicable. Thus they
are never practicable for noncyclic (necessarily one-time, single-use) heat engines:
however the work output of a noncyclic (necessarily one-time, single-use) heat
engine might be frictionally dissipated, the heat thereby generated cannot restore
the engine to its initial state. Moreover in many cases the work outputs of noncyclic
(necessarily one-time, single-use) heat engines are not frictionally dissipated at all,
at least not during practicable time scales, for example, a noncyclic rocket heat
engine’s work output is sequestered essentially permanently as kinetic and gravita-
tional potential energy in the launching of a spacecraft (but typically most of the
kinetic energy accelerates the exhaust gases, not the payload). They also are never
practicable for reverse operation of cyclic heat engines as refrigerators or heat
pumps, because for both refrigerators and heat pumps, the total energy output (the
work W, plus the heat QC extracted from a cold reservoir at the expense of W as
required by the Second Law of Thermodynamics) always is deposited as heat QH

into the hot reservoir (QH = QC þ W): thus there is never any additional energy to
be deposited into the hot reservoir (as there is from frictional dissipation of work
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6-9-3, and Chapter 17. [Problem 2 of Chapter 8 in Ref. [7] considers absorption
refrigeration, wherein the entire energy output is into an intermediate-temperature
(most typically ambient-temperature) reservoir, and hence for which HTR is even
more strongly never practicable.]} They also are not practicable for cyclic heat engines
in cases wherein a cyclic heat engine’s work output is not frictionally dissipated
immediately or on short time scales [16, 17], for example, as gravitational potential
energy sequestered for a long time interval in the construction of a building. For a
building once erected typically remains standing for a century or longer. Even if, when
it is finally torn down, its gravitational potential energy were to be totally frictionally
dissipated into a hot reservoir, it is simply impracticable to wait that long. Thus HTR is
not practicable in all cases. But in the many cases wherein cyclic heat engines’ work
outputs are frictionally dissipated immediately or on short time scales [16, 17], practi-
cability obtains: improved conversion—and reconversion—of frictionally dissipated
heat into work, and hence improved cyclic heat-engine performance, can then obtain.

Since HTR is never practicable for noncyclic (necessarily one-time, single-use)
heat engines such as rockets or firearms, or for reverse operation of cyclic heat
engines as refrigerators or heat pumps, henceforth we will (except where otherwise
mentioned) focus exclusively on forward operation of cyclic heat engines.

Note that the primarily relevant time scale pertaining to “in the many cases
wherein cyclic heat engines’ work outputs are frictionally dissipated immediately
or on short time scales [16, 17]” is (i) the time interval between a cyclic heat
engine’s work output and frictional dissipation of this work output [16, 17], not
(ii) the time interval required for frictional dissipation per se. The time interval
(ii) is zero in all cases wherein work is done against the nonconservative force of
friction and hence frictionally dissipated immediately. Indeed, in all cases of
steady-state engine operation against friction (e.g., an automobile traveling at
constant speed) both time intervals are zero. This is by far the most common mode
of engine operation. Even work output sequestered when an engine is started or
when an automobile accelerates is typically frictionally dissipated only a short time
later, when the engine is turned off or when the automobile decelerates. Work
output sequestration for a century or longer can obtain (as gravitational potential
energy) in the construction of buildings and essentially permanently in the
launchings of spacecraft—but these are rare exceptions. Thus we focus on time
interval (i): a necessary (but not sufficient) condition for HTR to be practicable is
that the time interval (i) be zero or at most short. (This condition is automatically
met in steady-state engine operation, wherein work is frictionally dissipated
immediately and hence both time intervals are zero.)

But for cyclic heat engines whose work outputs typically are frictionally dissi-
pated immediately or on short time scales [16, 17], HTR often is practicable. For
cyclic heat engines employing ambient as the cold reservoir, the existent hot reservoir
is likely already at the practicable upper temperature limit. Hence for these cyclic
heat engines, HTR at the temperature of the hot reservoir could increase efficiency,
but HTR at a still higher temperature probably would not be practicable. By con-
trast, consider cyclic heat engines powered by a cold reservoir, employing ambient as
the hot reservoir, for example, cyclic heat engines powered by the evaporation of
water [39–51] or by liquid nitrogen [52], ocean thermal-energy-conversion (OTEC)
heat engines [53–56], and heat engines powered by the cold of outer space [57].
For these cyclic heat engines, HTR at a higher temperature than ambient probably
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would be practicable. For these cyclic heat engines, employment of HTR could boost
the temperature of the hot reservoir from ambient to the highest practicable tem-
perature for HTR.

Henceforth if HTR is employed we construe the terms “the highest practicable
temperature for HTR” and “the hot reservoir” to be synonymous.

Recapitulation and generalization are provided in Section 5. A reply to criticisms
[58, 59] of HTR is provided in Section 6 and in references cited therein. Concluding
remarks are provided in Section 7.

2. Correcting a misconception pertaining to the efficiencies of engines

The efficiency of any engine in general is its work output (force-times-distance
output) divided by its energy input, and the efficiency of a heat engine in particular
it is its work output (force-times-distance output) divided by its heat-energy input.
What happens to an engine’s work output after the work has been done is an
entirely different issue.

Work can be done either against a conservative force, in which case it is seques-
tered, or against the nonconservative force of friction, in which case it is dissipated
as heat. To re-emphasize, in either case—whether the opposing force is conserva-
tive or nonconservative—the efficiency of any engine in general is its work output
(force-times-distance output) divided by its energy input, and the efficiency of a
heat engine in particular it is its work output (force-times-distance output) divided
by its heat-energy input. What happens to an engine’s work output after the work
has been done is an entirely different issue.

In this Section 2, we wish to correct a misconception that is sometimes made,
according to which an engine’s efficiency can exceed zero only if its work output is
done against a conservative force. This misconception is erroneous.

In the vast majority of cases, for almost all engines on Earth, work is done against
the nonconservative force of friction, and hence instantaneously and continually
dissipated as heat. The engines work at steady state, and while working, their
internal energy and the internal energy of any equipment theymight be operating do
not change. Consider, for example, the engine of any automobile, train, ship, sub-
marine, or aircraft traveling at constant speed, any factory or workshop engine such
as a power saw operating at constant speed, or any domestic appliance engine such
as that of a dishwasher, refrigerator, etc., operating at constant speed. According to
the erroneous misconception that an engine’s efficiency is zero if its work output is
done against the nonconservative force of friction, the efficiency of all of these
engines—indeed of almost all engines on Earth—would falsely be evaluated at zero.
If their efficiencies were truly zero, they could do zero work against any opposing
force, conservative or nonconservative, i.e., they could not operate at all. A specific
example is the following: If the efficiency of an engine (heat engine or otherwise)
attempting to maintain an automobile at constant speed was zero, the engine could
do zero work against friction, and the automobile’s speed would also be zero.

Only in rare cases, such as the construction of buildings and the launchings of
spacecraft, is the work done even against conservative forces (e.g., gravity, inertia,
etc.) sequestered for any significant lengths of time. Even in most cases wherein
work is done against a conservative force, it is frictionally dissipated a short time
later. For example, the work done in accelerating an automobile against its own
inertia is typically frictionally dissipated as heat a short time later the next time the
automobile decelerates. The net effect of the acceleration/deceleration process is
frictional dissipation of the automobile’s temporarily sequestered kinetic energy,
the same as the instantaneous and continual frictional dissipation of its kinetic
energy while it operates at constant speed.
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In general, when an engine (heat engine or otherwise) is turned on, part of its
work output is sequestered as its own kinetic energy and the kinetic energy of any
equipment that it might be operating. But this kinetic energy is frictionally dissi-
pated as heat when the engine is turned off, so the net effect of the on/off process is
frictional dissipation of this temporarily sequestered kinetic energy, the same as the
instantaneous and continual frictional dissipation of the engine’s work output while
it operates at constant speed between the time it is turned on and the time it is
turned off.

3. Carnot and Curzon-Ahlborn efficiencies without high-temperature
recharge (HTR)

The standard (without high-temperature recharge or HTR) Carnot efficiency
ϵCarnot,std and Curzon-Ahlborn efficiency ϵCA,std corresponding to heat-engine oper-
ation between a hot reservoir at temperature TH and a cold reservoir at temperature
TC are given by the respective well-known formulas:

ϵCarnot,std ¼ W
QH

¼ TH � TC

TH
¼ 1� TC

TH
� 1� RT (1)

and

ϵCA,std ¼ W
QH

¼ T1=2
H � T1=2

C

T1=2
H

¼ 1� TC

TH

� �1=2

� 1� R1=2
T : (2)

We define the temperature ratio between a heat engine’s cold and hot reservoirs
as RT � TC=TH. Obviously in all cases 0≤RT ≤ 1. The case RT ¼ 1 is of no interest
because it corresponds to zero efficiency of any heat engine. The case RT ¼ 0 is
unattainable because there is no cold reservoir at absolute zero (0 K) [63], and even
if there was [63], it would no longer be at 0 K the instant after a heat engine began
operating and exhausting its waste heat into it [see also Ref. [2], Chapter 10 (espe-
cially Section 10.4); Ref. [3], Chapter 11 (especially Section 11-3); and Ref. [4],
Chapter 14 (especially Sections 14.3–14.5 and 14.7)]. Hence we confine our atten-
tion to the range 0<RT < 1.

The efficiency ratio Rϵ1 between these efficiencies is

Rϵ1 ¼ ϵCarnot,std
ϵCA,std

¼ 1� RT

1� R1=2
T

: (3)

Rϵ1 increases monotonically with increasing RT. In the limit RT ! 0, it is obvious
that Rϵ1 ! 1. In the limit RT ! 1, Rϵ1 ! 2. The latter limit is most easily demon-
strated by setting RT ¼ 1� δ, letting δ ! 0, and applying the binomial theorem.
This yields

lim
RT!1

Rϵ1 ¼ lim
δ!0

Rϵ1 ¼ lim
δ!0

1� 1� δð Þ
1� 1� δð Þ1=2

¼ δ

1� 1� 1
2 δ

� � ¼ δ
1
2 δ

¼ 2: (4)

By the First and Second Laws of Thermodynamics, for a standard reversible heat
engine operating (without HTR) at Carnot efficiency, the heat input QH from its
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would be practicable. For these cyclic heat engines, employment of HTR could boost
the temperature of the hot reservoir from ambient to the highest practicable tem-
perature for HTR.
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remarks are provided in Section 7.
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What happens to an engine’s work output after the work has been done is an
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Work can be done either against a conservative force, in which case it is seques-
tered, or against the nonconservative force of friction, in which case it is dissipated
as heat. To re-emphasize, in either case—whether the opposing force is conserva-
tive or nonconservative—the efficiency of any engine in general is its work output
(force-times-distance output) divided by its energy input, and the efficiency of a
heat engine in particular it is its work output (force-times-distance output) divided
by its heat-energy input. What happens to an engine’s work output after the work
has been done is an entirely different issue.

In this Section 2, we wish to correct a misconception that is sometimes made,
according to which an engine’s efficiency can exceed zero only if its work output is
done against a conservative force. This misconception is erroneous.

In the vast majority of cases, for almost all engines on Earth, work is done against
the nonconservative force of friction, and hence instantaneously and continually
dissipated as heat. The engines work at steady state, and while working, their
internal energy and the internal energy of any equipment theymight be operating do
not change. Consider, for example, the engine of any automobile, train, ship, sub-
marine, or aircraft traveling at constant speed, any factory or workshop engine such
as a power saw operating at constant speed, or any domestic appliance engine such
as that of a dishwasher, refrigerator, etc., operating at constant speed. According to
the erroneous misconception that an engine’s efficiency is zero if its work output is
done against the nonconservative force of friction, the efficiency of all of these
engines—indeed of almost all engines on Earth—would falsely be evaluated at zero.
If their efficiencies were truly zero, they could do zero work against any opposing
force, conservative or nonconservative, i.e., they could not operate at all. A specific
example is the following: If the efficiency of an engine (heat engine or otherwise)
attempting to maintain an automobile at constant speed was zero, the engine could
do zero work against friction, and the automobile’s speed would also be zero.

Only in rare cases, such as the construction of buildings and the launchings of
spacecraft, is the work done even against conservative forces (e.g., gravity, inertia,
etc.) sequestered for any significant lengths of time. Even in most cases wherein
work is done against a conservative force, it is frictionally dissipated a short time
later. For example, the work done in accelerating an automobile against its own
inertia is typically frictionally dissipated as heat a short time later the next time the
automobile decelerates. The net effect of the acceleration/deceleration process is
frictional dissipation of the automobile’s temporarily sequestered kinetic energy,
the same as the instantaneous and continual frictional dissipation of its kinetic
energy while it operates at constant speed.
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In general, when an engine (heat engine or otherwise) is turned on, part of its
work output is sequestered as its own kinetic energy and the kinetic energy of any
equipment that it might be operating. But this kinetic energy is frictionally dissi-
pated as heat when the engine is turned off, so the net effect of the on/off process is
frictional dissipation of this temporarily sequestered kinetic energy, the same as the
instantaneous and continual frictional dissipation of the engine’s work output while
it operates at constant speed between the time it is turned on and the time it is
turned off.
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The standard (without high-temperature recharge or HTR) Carnot efficiency
ϵCarnot,std and Curzon-Ahlborn efficiency ϵCA,std corresponding to heat-engine oper-
ation between a hot reservoir at temperature TH and a cold reservoir at temperature
TC are given by the respective well-known formulas:

ϵCarnot,std ¼ W
QH

¼ TH � TC

TH
¼ 1� TC

TH
� 1� RT (1)

and

ϵCA,std ¼ W
QH

¼ T1=2
H � T1=2

C

T1=2
H

¼ 1� TC

TH

� �1=2

� 1� R1=2
T : (2)

We define the temperature ratio between a heat engine’s cold and hot reservoirs
as RT � TC=TH. Obviously in all cases 0≤RT ≤ 1. The case RT ¼ 1 is of no interest
because it corresponds to zero efficiency of any heat engine. The case RT ¼ 0 is
unattainable because there is no cold reservoir at absolute zero (0 K) [63], and even
if there was [63], it would no longer be at 0 K the instant after a heat engine began
operating and exhausting its waste heat into it [see also Ref. [2], Chapter 10 (espe-
cially Section 10.4); Ref. [3], Chapter 11 (especially Section 11-3); and Ref. [4],
Chapter 14 (especially Sections 14.3–14.5 and 14.7)]. Hence we confine our atten-
tion to the range 0<RT < 1.

The efficiency ratio Rϵ1 between these efficiencies is

Rϵ1 ¼ ϵCarnot,std
ϵCA,std

¼ 1� RT

1� R1=2
T

: (3)

Rϵ1 increases monotonically with increasing RT. In the limit RT ! 0, it is obvious
that Rϵ1 ! 1. In the limit RT ! 1, Rϵ1 ! 2. The latter limit is most easily demon-
strated by setting RT ¼ 1� δ, letting δ ! 0, and applying the binomial theorem.
This yields

lim
RT!1

Rϵ1 ¼ lim
δ!0

Rϵ1 ¼ lim
δ!0

1� 1� δð Þ
1� 1� δð Þ1=2

¼ δ

1� 1� 1
2 δ

� � ¼ δ
1
2 δ

¼ 2: (4)

By the First and Second Laws of Thermodynamics, for a standard reversible heat
engine operating (without HTR) at Carnot efficiency, the heat input QH from its

113

Improving Heat-Engine Performance via High-Temperature Recharge
DOI: http://dx.doi.org/10.5772/intechopen.89913



hot reservoir, the work outputW, the waste heat QC exhausted to its cold reservoir,
the efficiency ϵCarnot,std, the entropy change ΔSH,Carnot,std of its hot reservoir, the
entropy change ΔSC,Carnot,std of its cold reservoir, and the total entropy change
ΔStotal,std ¼ ΔSH,Carnot,std þ ΔSC,Carnot,std are related in accordance with

W ¼ QH � QC ¼ QHϵCarnot,std ¼ QH 1� RTð Þ
) QC ¼ RTQH:

(5)

and

ΔStotal,Carnot,std ¼ ΔSH,Carnot,std þ ΔSC,Carnot,std ¼ �QH

TH
þQC

TC
¼ �QH

TH
þ RTQH

RTTH
¼ 0: (6)

We note that, in most derivations (in textbooks or elsewhere) of ϵCarnot,std,
ΔStotal,Carnot,std ¼ 0 is invoked as the initial Second Law assumption or postulate and
is employed along with the initial First Law postulate W ¼ QH �QC [1–7].

Similarly, by the First and Second Laws of Thermodynamics, for a standard
endoreversible heat engine operating (without HTR) at Curzon-Ahlborn
efficiency, the heat input QH from its hot reservoir, the work output W, the waste
heat QC exhausted to its cold reservoir, the efficiency ϵCA,std, the entropy change
ΔSH,CA,std of its hot reservoir, the entropy change ΔSC,CA,std of its cold reservoir,
and the total entropy change ΔStotal,CA,std ¼ ΔSH,CA,std þ ΔSC,CA,std are related in
accordance with

W ¼ QH � QC ¼ QHϵCA,std ¼ QH 1� R1=2
T

� �

) QC ¼ R1=2
T QH:

(7)

and

ΔStotal,CA,std ¼ ΔSH,CA,std þ ΔSC,CA,std ¼ �QH

TH
þ QC

TC
¼ �QH

TH
þ R1=2

T QH

RTTH

¼ QH

TH

1

R1=2
T

� 1

 !
¼ QH

TH
R�1=2
T � 1

� �

>ΔStotal,Carnot,std ¼ 0:

(8)

Note that for any RT in general and as RT ! 0 in particular, ΔStotal,Carnot,std ¼ 0;
by contrast, for any RT in general ΔStotal,CA,std >0 (ΔStotal,CA,std ! 0 only in the limit
RT ! 1), and as RT ! 0, ΔStotal,CA,std ! ∞.

As we have already noted, heat engines’ work outputs are, in almost all cases,
totally frictionally dissipated as heat immediately or on short time scales [16, 17].
For example, an automobile heat engine’s work output in initially accelerating the
automobile is typically frictionally dissipated only a short time later the next time
the automobile decelerates; its work output while the automobile travels at constant
speed is immediately and continually frictionally dissipated. [Rare exceptions
include, for example, a noncyclic rocket heat engine’s work output being seques-
tered essentially permanently as kinetic and gravitational potential energy in the
launching of a spacecraft (but typically most of the kinetic energy accelerates the
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exhaust gases, not the payload) and a cyclic heat engine’s work output being seques-
tered for a long time interval as gravitational potential energy in the construction
of a building.] Apart from such rare exceptional cases, in the operation of any cyclic
heat engine operating at any efficiency without HTR—whether reversible at
Carnot efficiency, endoreversible at Curzon-Ahlborn efficiency, or otherwise—not
only is the waste heat QC immediately exhausted into the cold reservoir, but also
the heat engine’s work output W is frictionally dissipated into the cold reservoir
immediately or on short time scales [16, 17]. Thus, apart from such rare exceptional
cases, the ultimate total entropy increase ΔStotal,ultimate resulting from the operation
of any heat engine without HTR at any efficiency occurs as soon as the work is done
or shortly thereafter and is [1–7, 16, 17]:

ΔStotal,ultimate ¼ �QH

TH
þQC

TC
þ W
TC

¼ �QH

TH
þQC þW

TC
¼ �QH

TH
þ QH

TC

¼ �QH

TH
þ QH

RTTH
¼ QH

TH

1
RT

� 1
� �

¼ QH

TH
R�1
T � 1

� �

>ΔStotal,CA,std ¼ QH

TH
R�1=2
T � 1

� �

>ΔStotal,Carnot,std ¼ 0:

(9)

Note that for any RT >0, the inequality ΔStotal,ultimate >0 is stronger than the
inequality ΔStotal,CA,std >0. In particular, note that as RT ! 1, ΔStotal,ultimate ! 0
more slowly than ΔStotal,CA,std ! 0, while as RT ! 0, ΔStotal,ultimate ! ∞ faster than
ΔStotal,CA,std ! ∞.

4. Carnot and Curzon-Ahlborn efficiencies with high-temperature
recharge (HTR)

If, as is almost always the case, a cyclic heat engine’s work output W is totally
frictionally dissipated as heat immediately or on short time scales [16, 17], the
engine’s efficiency can be increased if this dissipation is not at the temperature of its
cold reservoir but instead at the highest practicable temperature. For cyclic heat
engines employing ambient as the cold reservoir, the existent hot reservoir is likely
already at the practicable upper temperature limit. Hence for these cyclic heat
engines, HTR at the temperature of the hot reservoir could increase efficiency, but
HTR at a still higher temperature probably would not be practicable. By contrast,
for cyclic heat engines powered by a cold reservoir, employing ambient as the hot
reservoir [39–57], frictional dissipation at a higher temperature than ambient prob-
ably would be practicable. For these cyclic heat engines, employment of HTR could
boost TH, the temperature of the hot reservoir, from ambient to the the highest
practicable temperature for HTR. In this Section 4, we take TH, the temperature of
the hot reservoir, to be the highest practicable temperature for frictional dissipation
of a cyclic heat engine’s work output into heat.

Consider first a reversible heat engine operating at Carnot efficiency.
If the engine’s work output W ¼ QH 1� RTð Þ is frictionally dissipated into its hot
reservoir (at temperature TH), then the net heat input QH,net required from its hot
reservoir is reduced from QH to QH �W ¼ QH � QH 1� RTð Þ ¼ QH� QHRT ¼ QC.
Hence, with the help of Eqs. (1) and (5), the efficiency ϵCarnot,HTR of a Carnot
engine operating with HTR is
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hot reservoir, the work outputW, the waste heat QC exhausted to its cold reservoir,
the efficiency ϵCarnot,std, the entropy change ΔSH,Carnot,std of its hot reservoir, the
entropy change ΔSC,Carnot,std of its cold reservoir, and the total entropy change
ΔStotal,std ¼ ΔSH,Carnot,std þ ΔSC,Carnot,std are related in accordance with

W ¼ QH � QC ¼ QHϵCarnot,std ¼ QH 1� RTð Þ
) QC ¼ RTQH:

(5)

and

ΔStotal,Carnot,std ¼ ΔSH,Carnot,std þ ΔSC,Carnot,std ¼ �QH

TH
þQC

TC
¼ �QH

TH
þ RTQH

RTTH
¼ 0: (6)

We note that, in most derivations (in textbooks or elsewhere) of ϵCarnot,std,
ΔStotal,Carnot,std ¼ 0 is invoked as the initial Second Law assumption or postulate and
is employed along with the initial First Law postulate W ¼ QH �QC [1–7].

Similarly, by the First and Second Laws of Thermodynamics, for a standard
endoreversible heat engine operating (without HTR) at Curzon-Ahlborn
efficiency, the heat input QH from its hot reservoir, the work output W, the waste
heat QC exhausted to its cold reservoir, the efficiency ϵCA,std, the entropy change
ΔSH,CA,std of its hot reservoir, the entropy change ΔSC,CA,std of its cold reservoir,
and the total entropy change ΔStotal,CA,std ¼ ΔSH,CA,std þ ΔSC,CA,std are related in
accordance with

W ¼ QH � QC ¼ QHϵCA,std ¼ QH 1� R1=2
T

� �

) QC ¼ R1=2
T QH:

(7)

and

ΔStotal,CA,std ¼ ΔSH,CA,std þ ΔSC,CA,std ¼ �QH

TH
þ QC

TC
¼ �QH

TH
þ R1=2

T QH

RTTH

¼ QH

TH

1

R1=2
T

� 1

 !
¼ QH

TH
R�1=2
T � 1

� �

>ΔStotal,Carnot,std ¼ 0:

(8)

Note that for any RT in general and as RT ! 0 in particular, ΔStotal,Carnot,std ¼ 0;
by contrast, for any RT in general ΔStotal,CA,std >0 (ΔStotal,CA,std ! 0 only in the limit
RT ! 1), and as RT ! 0, ΔStotal,CA,std ! ∞.

As we have already noted, heat engines’ work outputs are, in almost all cases,
totally frictionally dissipated as heat immediately or on short time scales [16, 17].
For example, an automobile heat engine’s work output in initially accelerating the
automobile is typically frictionally dissipated only a short time later the next time
the automobile decelerates; its work output while the automobile travels at constant
speed is immediately and continually frictionally dissipated. [Rare exceptions
include, for example, a noncyclic rocket heat engine’s work output being seques-
tered essentially permanently as kinetic and gravitational potential energy in the
launching of a spacecraft (but typically most of the kinetic energy accelerates the
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exhaust gases, not the payload) and a cyclic heat engine’s work output being seques-
tered for a long time interval as gravitational potential energy in the construction
of a building.] Apart from such rare exceptional cases, in the operation of any cyclic
heat engine operating at any efficiency without HTR—whether reversible at
Carnot efficiency, endoreversible at Curzon-Ahlborn efficiency, or otherwise—not
only is the waste heat QC immediately exhausted into the cold reservoir, but also
the heat engine’s work output W is frictionally dissipated into the cold reservoir
immediately or on short time scales [16, 17]. Thus, apart from such rare exceptional
cases, the ultimate total entropy increase ΔStotal,ultimate resulting from the operation
of any heat engine without HTR at any efficiency occurs as soon as the work is done
or shortly thereafter and is [1–7, 16, 17]:

ΔStotal,ultimate ¼ �QH

TH
þQC

TC
þ W
TC

¼ �QH

TH
þQC þW

TC
¼ �QH

TH
þ QH

TC

¼ �QH

TH
þ QH

RTTH
¼ QH

TH

1
RT

� 1
� �

¼ QH

TH
R�1
T � 1

� �

>ΔStotal,CA,std ¼ QH

TH
R�1=2
T � 1

� �

>ΔStotal,Carnot,std ¼ 0:

(9)

Note that for any RT >0, the inequality ΔStotal,ultimate >0 is stronger than the
inequality ΔStotal,CA,std >0. In particular, note that as RT ! 1, ΔStotal,ultimate ! 0
more slowly than ΔStotal,CA,std ! 0, while as RT ! 0, ΔStotal,ultimate ! ∞ faster than
ΔStotal,CA,std ! ∞.

4. Carnot and Curzon-Ahlborn efficiencies with high-temperature
recharge (HTR)

If, as is almost always the case, a cyclic heat engine’s work output W is totally
frictionally dissipated as heat immediately or on short time scales [16, 17], the
engine’s efficiency can be increased if this dissipation is not at the temperature of its
cold reservoir but instead at the highest practicable temperature. For cyclic heat
engines employing ambient as the cold reservoir, the existent hot reservoir is likely
already at the practicable upper temperature limit. Hence for these cyclic heat
engines, HTR at the temperature of the hot reservoir could increase efficiency, but
HTR at a still higher temperature probably would not be practicable. By contrast,
for cyclic heat engines powered by a cold reservoir, employing ambient as the hot
reservoir [39–57], frictional dissipation at a higher temperature than ambient prob-
ably would be practicable. For these cyclic heat engines, employment of HTR could
boost TH, the temperature of the hot reservoir, from ambient to the the highest
practicable temperature for HTR. In this Section 4, we take TH, the temperature of
the hot reservoir, to be the highest practicable temperature for frictional dissipation
of a cyclic heat engine’s work output into heat.

Consider first a reversible heat engine operating at Carnot efficiency.
If the engine’s work output W ¼ QH 1� RTð Þ is frictionally dissipated into its hot
reservoir (at temperature TH), then the net heat input QH,net required from its hot
reservoir is reduced from QH to QH �W ¼ QH � QH 1� RTð Þ ¼ QH� QHRT ¼ QC.
Hence, with the help of Eqs. (1) and (5), the efficiency ϵCarnot,HTR of a Carnot
engine operating with HTR is
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ϵCarnot,HTR ¼ W
QH,net

¼ W
QH �W

¼ W
QC

¼ QH �QC

QC
¼ QH

QC
� 1 ¼ TH

TC
� 1 ¼ R�1

T � 1

) Rϵ2 ¼ ϵCarnot,HTR

ϵCarnot,std
¼ R�1

T � 1
1� RT

¼ R�1
T > 1:

(10)

Note that not only is Rϵ2 > 1 in all cases, but also that in some cases also
ϵCarnot,HTR > 1. The efficiency ϵCarnot,HTR increases monotonically from zero in the
limit RT ! 1 to ∞ in the limit RT ! 0. And the efficiency ratio Rϵ2 increases
monotonically from unity in the limit RT ! 1 to ∞ in the limit RT ! 0. If
RT < 1

2⇔Rϵ2 > 2, ϵCarnot,HTR > 1. Yet the First and Second Laws of Thermodynamics
are not violated. The First Law is not violated because no energy is created (or
destroyed): ϵCarnot,HTR > 1 if RT < 1

2⇔Rϵ2 > 2 obtains via recycling and reusing the
same energy, not via the creation of new energy. The Second Law is not violated
because the change in total entropy is positive:

ΔStotal,Carnot,HTR ¼ �QH

TH
þ W
TH

þQC

TC

¼ QC

TC
�QH �W

TH
¼ QC

TC
�QC

TH

¼ QC
1
TC

� 1
TH

� �
¼ RTQH

1
RTTH

� 1
TH

� �

¼ RTQH

TH

1
RT

� 1
� �

¼ RTQH

TH

1� RT

RT

� �

¼ QH

TH
1� RTð Þ

>ΔStotal,Carnot,std ¼ 0:

(11)

In Eq. (11), we applied Eqs. (5) and (6). Yet, also applying Eq. (9),
ΔStotal,Carnot,HTR, while positive and hence greater than ΔStotal,Carnot,std ¼ 0, is smaller
than ΔStotal,ultimate by the entropy ratio

RS1 ¼ ΔStotal,Carnot,HTR

ΔStotal,ultimate
¼ 1� RT

R�1
T � 1

¼ RT: (12)

The entropy ratio RS1 decreases monotonically from unity in the limit RT ! 1 to
zero in the limit RT ! 0.

It may be of interest to note that ϵCarnot,HTR of Eq. (10) is the multiplicative inverse
of the Carnot coefficient of performance of a refrigerator, whereas, by contrast,
ϵCarnot,std of Eq. (1) is the multiplicative inverse of the Carnot coefficient of perfor-
mance of a heat pump. These relations may be of interest. But, as we have noted in
Section 1, HTR is never practicable for reverse operation of cyclic heat engines as
refrigerators or heat pumps.

Consider next an endoreversible heat engine operating at Curzon-Ahlborn

efficiency. If the engine’s work output W ¼ QH 1� R1=2
T

� �
is frictionally dissipated

into its hot reservoir (at temperature TH), then the net heat input QH,net required

from its hot reservoir is reduced from QH to QH �W ¼ QH �QH 1� R1=2
T

� �
¼

QHR
1=2
T ¼ QC. Hence, with the help of Eqs. (2) and (7), the efficiency ϵCA,HTR of a

Curzon-Ahlborn engine operating with HTR is
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ϵCA,HTR ¼ W
QH,net

¼ W
QH �W

¼ W
QC

¼ W
QH

QH

QC
¼

QH 1� R1=2
T

� �

QH

QH

QC

¼ 1� R1=2
T

� �QH

QC
¼ 1� R1=2

T

� � QH

R1=2
T QH

¼ 1� R1=2
T

R1=2
T

¼ R�1=2
T � 1

) Rϵ3 ¼ ϵCA,HTR

ϵCA,std
¼ R�1=2

T � 1

1� R1=2
T

¼ R�1=2
T :

(13)

The efficiency ϵCA,HTR increases monotonically from zero in the limit RT ! 1 to
∞ in the limit RT ! 0. And the efficiency ratio Rϵ3 increases monotonically from
unity in the limit RT ! 1 to ∞ in the limit RT ! 0. If RT < 1

4⇔Rϵ3 > 2, ϵCA,HTR > 1.
Yet the First and Second Laws of Thermodynamics are not violated. The First Law is
not violated because no energy is created (or destroyed): ϵCA,HTR > 1 if
RT < 1

4⇔Rϵ3 > 2 obtains via recycling and reusing the same energy, not via the
creation of new energy. The Second Law is not violated because the change in total
entropy is positive:

ΔStotal,CA,HTR ¼ �QH

TH
þ W
TH

þ QC

TC

¼ QC

TC
� QH �W

TH
¼ QC

TC
� QC

TH

¼ QC
1
TC

� 1
TH

� �
¼ R1=2

T QH
1

RTTH
� 1
TH

� �

¼ R1=2
T QH

TH

1
RT

� 1
� �

¼ QH

TH
R�1=2
T � R1=2

T

� �

>ΔStotal,CA,std ¼ QH

TH
R�1=2
T � 1

� �

>ΔStotal,Carnot,std ¼ 0:

(14)

In Eq. (14), we applied Eqs. (7) and (8). Yet, also applying Eq. (9), ΔStotal,CA,HTR,
while not merely positive but greater than ΔStotal,CA,std, is smaller than ΔStotal,ultimate
by the entropy ratio

RS2 ¼ ΔStotal,CA,HTR

ΔStotal,ultimate
¼ R�1=2

T � R1=2
T

R�1
T � 1

¼ R1=2
T : (15)

But, as one would expect, ΔStotal,CA,HTR is larger than ΔStotal,Carnot,HTR. Applying
Eqs. (11), (14), and (15), it is larger by the entropy ratio

RS3 ¼ ΔStotal,CA,HTR

ΔStotal,Carnot,HTR
¼ R�1=2

T � R1=2
T

1� RT
¼ R�1=2

T ¼ R�1
S2 : (16)

There is one more efficiency ratio that is of interest. Applying Eqs. (10) and (13):
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ϵCarnot,HTR ¼ W
QH,net

¼ W
QH �W

¼ W
QC

¼ QH �QC

QC
¼ QH

QC
� 1 ¼ TH

TC
� 1 ¼ R�1

T � 1

) Rϵ2 ¼ ϵCarnot,HTR

ϵCarnot,std
¼ R�1

T � 1
1� RT

¼ R�1
T > 1:

(10)

Note that not only is Rϵ2 > 1 in all cases, but also that in some cases also
ϵCarnot,HTR > 1. The efficiency ϵCarnot,HTR increases monotonically from zero in the
limit RT ! 1 to ∞ in the limit RT ! 0. And the efficiency ratio Rϵ2 increases
monotonically from unity in the limit RT ! 1 to ∞ in the limit RT ! 0. If
RT < 1

2⇔Rϵ2 > 2, ϵCarnot,HTR > 1. Yet the First and Second Laws of Thermodynamics
are not violated. The First Law is not violated because no energy is created (or
destroyed): ϵCarnot,HTR > 1 if RT < 1

2⇔Rϵ2 > 2 obtains via recycling and reusing the
same energy, not via the creation of new energy. The Second Law is not violated
because the change in total entropy is positive:

ΔStotal,Carnot,HTR ¼ �QH

TH
þ W
TH

þQC

TC

¼ QC

TC
�QH �W

TH
¼ QC

TC
�QC

TH

¼ QC
1
TC

� 1
TH

� �
¼ RTQH

1
RTTH

� 1
TH

� �

¼ RTQH

TH

1
RT

� 1
� �

¼ RTQH

TH

1� RT

RT

� �

¼ QH

TH
1� RTð Þ

>ΔStotal,Carnot,std ¼ 0:

(11)

In Eq. (11), we applied Eqs. (5) and (6). Yet, also applying Eq. (9),
ΔStotal,Carnot,HTR, while positive and hence greater than ΔStotal,Carnot,std ¼ 0, is smaller
than ΔStotal,ultimate by the entropy ratio

RS1 ¼ ΔStotal,Carnot,HTR

ΔStotal,ultimate
¼ 1� RT

R�1
T � 1

¼ RT: (12)

The entropy ratio RS1 decreases monotonically from unity in the limit RT ! 1 to
zero in the limit RT ! 0.

It may be of interest to note that ϵCarnot,HTR of Eq. (10) is the multiplicative inverse
of the Carnot coefficient of performance of a refrigerator, whereas, by contrast,
ϵCarnot,std of Eq. (1) is the multiplicative inverse of the Carnot coefficient of perfor-
mance of a heat pump. These relations may be of interest. But, as we have noted in
Section 1, HTR is never practicable for reverse operation of cyclic heat engines as
refrigerators or heat pumps.

Consider next an endoreversible heat engine operating at Curzon-Ahlborn

efficiency. If the engine’s work output W ¼ QH 1� R1=2
T

� �
is frictionally dissipated

into its hot reservoir (at temperature TH), then the net heat input QH,net required

from its hot reservoir is reduced from QH to QH �W ¼ QH �QH 1� R1=2
T

� �
¼

QHR
1=2
T ¼ QC. Hence, with the help of Eqs. (2) and (7), the efficiency ϵCA,HTR of a

Curzon-Ahlborn engine operating with HTR is
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� �
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(13)

The efficiency ϵCA,HTR increases monotonically from zero in the limit RT ! 1 to
∞ in the limit RT ! 0. And the efficiency ratio Rϵ3 increases monotonically from
unity in the limit RT ! 1 to ∞ in the limit RT ! 0. If RT < 1

4⇔Rϵ3 > 2, ϵCA,HTR > 1.
Yet the First and Second Laws of Thermodynamics are not violated. The First Law is
not violated because no energy is created (or destroyed): ϵCA,HTR > 1 if
RT < 1

4⇔Rϵ3 > 2 obtains via recycling and reusing the same energy, not via the
creation of new energy. The Second Law is not violated because the change in total
entropy is positive:
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TC

¼ QC

TC
� QH �W
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� 1
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T

� �

>ΔStotal,CA,std ¼ QH
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R�1=2
T � 1

� �

>ΔStotal,Carnot,std ¼ 0:

(14)

In Eq. (14), we applied Eqs. (7) and (8). Yet, also applying Eq. (9), ΔStotal,CA,HTR,
while not merely positive but greater than ΔStotal,CA,std, is smaller than ΔStotal,ultimate
by the entropy ratio

RS2 ¼ ΔStotal,CA,HTR

ΔStotal,ultimate
¼ R�1=2

T � R1=2
T

R�1
T � 1

¼ R1=2
T : (15)

But, as one would expect, ΔStotal,CA,HTR is larger than ΔStotal,Carnot,HTR. Applying
Eqs. (11), (14), and (15), it is larger by the entropy ratio

RS3 ¼ ΔStotal,CA,HTR

ΔStotal,Carnot,HTR
¼ R�1=2

T � R1=2
T

1� RT
¼ R�1=2

T ¼ R�1
S2 : (16)

There is one more efficiency ratio that is of interest. Applying Eqs. (10) and (13):
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Rϵ4 ¼ ϵCarnot,HTR

ϵCA,HTR
¼ R�1

T � 1

R�1=2
T � 1

: (17)

The efficiency ratio Rϵ4 increases monotonically from 2 in the limit RT ! 1 to ∞
in the limit RT ! 0. The latter limit is obvious. The former limit is most easily
demonstrated by setting RT ¼ 1� δ, letting δ ! 0, and applying the binomial
theorem. This yields

lim
RT!1

Rϵ4 ¼ lim
δ!0

Rϵ4 ¼ lim
δ!0

1� δð Þ�1 � 1

1� δð Þ�1=2 � 1
¼ 1þ δð Þ � 1

1þ 1
2 δ

� �� 1
¼ δ

1
2 δ

¼ 2: (18)

Note that: (a) Applying Eqs. (3), (4), (17), and (18), in the limit RT ! 1, Rϵ1 ! 2
from below; by contrast Rϵ4 ! 2 from above. (b) Applying Eqs. (3), (4), (17), and
(18), in the limit RT ! 0, Rϵ1 ! 1 but Rϵ4 ! ∞. (c) Applying Eqs. (10) and (13), in
the limit RT ! 0, ϵCarnot,HTR ! ∞ as R�1

T but ϵCA,HTR ! ∞ only as R�1=2
T ; thus, while

both approach ∞, ϵCarnot,HTR does so at higher order—hence as RT ! 0, Rϵ4 ! ∞.
As an aside, it may be of interest to note, applying Eqs. (3) and (17), that

Rϵ4

Rϵ1
¼

R�1
T � 1

R�1=2
T � 1
1� RT

1� R1=2
T

¼ R�1
T � 1
1� RT

� 1� R1=2
T

R�1=2
T � 1

¼ R�1
T � R1=2

T ¼ R�1=2
T :

(19)

5. Recapitulation and generalization

Efficiency is of course highest if work W, whether supplied via a heat engine or
otherwise, is not frictionally dissipated at all. This would obtain, for example, in
perfect (reversible) regenerative braking of an electrically-powered motor vehicle,
with the motor operating backward as a generator during braking. It also would
obtain, for example, if a noncyclic (necessarily one-time, single-use) rocket heat
engine’s work output is perfectly (reversibly) sequestered as kinetic and gravita-
tional potential energy in the launching of a spacecraft (but typically most of the
kinetic energy accelerates the exhaust gases, not the payload) or if a cyclic heat
engine’s work output is perfectly (reversibly) sequestered as gravitational potential
energy in the construction of a building. But of course in practice (as opposed to in
principle) total avoidance of frictional dissipation of work [and also of additional
losses, e.g., due to irreversible heat flows engendered by finite temperature
differences (no insulation is perfect)] is not possible.

The Second Law of Thermodynamics allows frictional dissipation of work into
heat at any temperature [1–7] (in Ref. [6], see pp. 11–12, 60–65, and 263–265,
especially pp. 263–265). The entropy increase resulting from frictional dissipation of
work W at temperature T, namely, ΔS ¼ W=T, decreases monotonically with
increasing T but is positive for any finite T—and the Second Law requires only that
ΔS≥0 [1–7]. The diminution of ΔS ¼ W=T at higher T is, ultimately, what yields
increased efficiency via HTR, within the restriction of frictional dissipation of W
being unavoidable. The diminution of ΔS ¼ W=T via frictional dissipation of W at
TH as opposed to at TC ¼ RTTH is
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diminution ofΔS ¼ W
TC

� W
TH

¼ W
1
TC

� 1
TH

� �
¼ W

1
RTTH

� 1
TH

� �

¼ W
TH

R�1
T � 1

� �
: (20)

And the corresponding saving of exergy or free energy is

ΔX ¼ TC � diminution ofΔSð Þ ¼ TCW
1
TC

� 1
TH

� �
¼ W 1� TC

TH

� �
¼ W 1� RTð Þ:

(21)

Note that in the limit RT ! 1, both (diminution of ΔS) ! 0 and ΔX ! 0, while
in the limit RT ! 0, (diminution of ΔS) ! ∞ and ΔX ! W.

Consider workW from any source, heat engine or otherwise, frictionally dissi-
pated into heat at temperature TH [6]. The temperature TH could be generated via
the friction itself [6]. Thus frictional dissipation of workW from any source, heat
engine or otherwise, could, in at least in principle, generate an arbitrarily high
temperature TH [6]. In the limit TH ! ∞ (with TC fixed) or equivalently in the limit
RT ! 0, not only the standard (non-HTR) Carnot efficiency ϵCarnot,std but even the
standard (non-HTR) Curzon-Ahlborn efficiency ϵCA,std approaches unity, and
entropy production even given the standard (non-HTR) Curzon-Ahlborn efficiency
ϵCA,std approaches zero. And both HTR efficiencies, ϵCarnot,HTR and ϵCA,HTR, approach
infinity (ϵCarnot,HTR approaching infinity at higher order), with entropy production
corresponding to both approaching zero (that corresponding to ϵCarnot,HTR
approaching zero at higher order). Thus in the limit RT ! 0, work frictionally
dissipated into heat can completely be reconverted back into work by a heat engine.
When this work is, in turn, frictionally dissipated, the process can be repeated over
and over again—indefinitely in the limit RT ! 0. We emphasize again: no energy is
created (or destroyed)—energy is merely recycled—hence the First Law of Ther-
modynamics is not violated [6]. No decrease in entropy occurs—ΔS ¼ W=TH >0
for any finite TH—hence the Second Law of Thermodynamics is not violated [6]: as
per Eqs. (20) and (21), ΔS is diminished but still remains positive. To re-emphasize,
it is the diminution of ΔS ¼ W=T at higher T:W=TH <W=TC (notwithstanding that
ΔS still remains positive:W=TH >0) that yields increased efficiency via HTR,
within the restriction of frictional dissipation ofW being unavoidable.

Consider the following thought experiment. If an automobile travels at constant
speed, the work output of its engine is immediately and continually frictionally dissi-
pated, but the work was done and the efficiency wasW=QH, not zero. In the opera-
tion of automobiles at constant speed,W is immediately and continually frictionally
dissipated to ambient (the cold reservoir), and hence the consequent entropy increase
is ΔS ¼ W=TC. (Of course, there are in practice other entropy increases accompany-
ing the operation of automobiles, e.g., owing to irreversible heat flows engendered by
finite temperature differences.) But ifW could instead be frictionally dissipated into
the cylinders of an automobile’s engine during power strokes (of course this is
impracticable), the entropy increase would be diminished from ΔS ¼ W=TC to
ΔS ¼ W=TH, and the required heat input would be reduced from QH to QH �W =
QC. Hence via HTR the efficiency would be increased fromW=QH toW= QH �Wð Þ
¼ W=QC, and thus also the required fuel consumption would be decreased by the
ratioQC=QH. Even though this is obviously impracticable, given thatΔS ¼ W=TH >0
the Second Law allows it, so we can at least do it as a thought experiment.

If a heat engine’s work output is frictionally dissipated into its hot reservoir,
the net heat input required from the hot reservoir is reduced from QH to QH �W,
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ϵCA,HTR
¼ R�1

T � 1

R�1=2
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The efficiency ratio Rϵ4 increases monotonically from 2 in the limit RT ! 1 to ∞
in the limit RT ! 0. The latter limit is obvious. The former limit is most easily
demonstrated by setting RT ¼ 1� δ, letting δ ! 0, and applying the binomial
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Note that: (a) Applying Eqs. (3), (4), (17), and (18), in the limit RT ! 1, Rϵ1 ! 2
from below; by contrast Rϵ4 ! 2 from above. (b) Applying Eqs. (3), (4), (17), and
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As an aside, it may be of interest to note, applying Eqs. (3) and (17), that
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5. Recapitulation and generalization
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with the motor operating backward as a generator during braking. It also would
obtain, for example, if a noncyclic (necessarily one-time, single-use) rocket heat
engine’s work output is perfectly (reversibly) sequestered as kinetic and gravita-
tional potential energy in the launching of a spacecraft (but typically most of the
kinetic energy accelerates the exhaust gases, not the payload) or if a cyclic heat
engine’s work output is perfectly (reversibly) sequestered as gravitational potential
energy in the construction of a building. But of course in practice (as opposed to in
principle) total avoidance of frictional dissipation of work [and also of additional
losses, e.g., due to irreversible heat flows engendered by finite temperature
differences (no insulation is perfect)] is not possible.

The Second Law of Thermodynamics allows frictional dissipation of work into
heat at any temperature [1–7] (in Ref. [6], see pp. 11–12, 60–65, and 263–265,
especially pp. 263–265). The entropy increase resulting from frictional dissipation of
work W at temperature T, namely, ΔS ¼ W=T, decreases monotonically with
increasing T but is positive for any finite T—and the Second Law requires only that
ΔS≥0 [1–7]. The diminution of ΔS ¼ W=T at higher T is, ultimately, what yields
increased efficiency via HTR, within the restriction of frictional dissipation of W
being unavoidable. The diminution of ΔS ¼ W=T via frictional dissipation of W at
TH as opposed to at TC ¼ RTTH is
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And the corresponding saving of exergy or free energy is

ΔX ¼ TC � diminution ofΔSð Þ ¼ TCW
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Note that in the limit RT ! 1, both (diminution of ΔS) ! 0 and ΔX ! 0, while
in the limit RT ! 0, (diminution of ΔS) ! ∞ and ΔX ! W.

Consider workW from any source, heat engine or otherwise, frictionally dissi-
pated into heat at temperature TH [6]. The temperature TH could be generated via
the friction itself [6]. Thus frictional dissipation of workW from any source, heat
engine or otherwise, could, in at least in principle, generate an arbitrarily high
temperature TH [6]. In the limit TH ! ∞ (with TC fixed) or equivalently in the limit
RT ! 0, not only the standard (non-HTR) Carnot efficiency ϵCarnot,std but even the
standard (non-HTR) Curzon-Ahlborn efficiency ϵCA,std approaches unity, and
entropy production even given the standard (non-HTR) Curzon-Ahlborn efficiency
ϵCA,std approaches zero. And both HTR efficiencies, ϵCarnot,HTR and ϵCA,HTR, approach
infinity (ϵCarnot,HTR approaching infinity at higher order), with entropy production
corresponding to both approaching zero (that corresponding to ϵCarnot,HTR
approaching zero at higher order). Thus in the limit RT ! 0, work frictionally
dissipated into heat can completely be reconverted back into work by a heat engine.
When this work is, in turn, frictionally dissipated, the process can be repeated over
and over again—indefinitely in the limit RT ! 0. We emphasize again: no energy is
created (or destroyed)—energy is merely recycled—hence the First Law of Ther-
modynamics is not violated [6]. No decrease in entropy occurs—ΔS ¼ W=TH >0
for any finite TH—hence the Second Law of Thermodynamics is not violated [6]: as
per Eqs. (20) and (21), ΔS is diminished but still remains positive. To re-emphasize,
it is the diminution of ΔS ¼ W=T at higher T:W=TH <W=TC (notwithstanding that
ΔS still remains positive:W=TH >0) that yields increased efficiency via HTR,
within the restriction of frictional dissipation ofW being unavoidable.

Consider the following thought experiment. If an automobile travels at constant
speed, the work output of its engine is immediately and continually frictionally dissi-
pated, but the work was done and the efficiency wasW=QH, not zero. In the opera-
tion of automobiles at constant speed,W is immediately and continually frictionally
dissipated to ambient (the cold reservoir), and hence the consequent entropy increase
is ΔS ¼ W=TC. (Of course, there are in practice other entropy increases accompany-
ing the operation of automobiles, e.g., owing to irreversible heat flows engendered by
finite temperature differences.) But ifW could instead be frictionally dissipated into
the cylinders of an automobile’s engine during power strokes (of course this is
impracticable), the entropy increase would be diminished from ΔS ¼ W=TC to
ΔS ¼ W=TH, and the required heat input would be reduced from QH to QH �W =
QC. Hence via HTR the efficiency would be increased fromW=QH toW= QH �Wð Þ
¼ W=QC, and thus also the required fuel consumption would be decreased by the
ratioQC=QH. Even though this is obviously impracticable, given thatΔS ¼ W=TH >0
the Second Law allows it, so we can at least do it as a thought experiment.

If a heat engine’s work output is frictionally dissipated into its hot reservoir,
the net heat input required from the hot reservoir is reduced from QH to QH �W,
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and hence via HTR the engine’s efficiency is increased from W=QH to
W= QH �Wð Þ ¼ W=QC, which can indeed exceed the Carnot limit—even though
the efficiency W=QH of the initial production of work must be within the Carnot
limit. If the temperature TC of the cold reservoir is only a small fraction of the the
temperature TH of the hot reservoir, W=QH can be almost as large as unity or
equivalently W can be almost as large as QH, and hence W= QH �Wð Þ ¼ W=QC
can greatly exceed the Carnot limit.

We note that the temperature of the cosmic background radiation is only 2:7 K,
while the most refractory materials remain solid at temperatures slightly exceeding
2700 K. This provides a temperature ratio of RT � TC=TH ≈ 10�3. Could even
smaller values of RT � TC=TH be possible, at least in principle? Perhaps, maybe,
if frictional dissipation of work into heat might somehow be possible into a gaseous
hot reservoir at temperatures exceeding the melting point or even the critical
temperature (the maximum boiling point at any pressure) of even the most
refractory material.

While in this chapter we do not challenge the Second Law, we do challenge an
overstatement of the Second Law that is sometimes made: that energy can do work
only once. This overstatement is false. Energy can indeed do work more than once,
in principle up to an infinite number of times, and even in practice many more
times than merely once, before its ability to do work is totally dissipated. Consider
these three examples: (i) Energy can do work in an infinite number of times in
perfect (reversible) regenerative braking of an electrically-powered motor vehicle,
with the motor operating backward as a generator during braking. Even with real-
world less-than-perfect (less than completely reversible) regenerative braking,
energy can do work many more times than merely once before its ability to do work
is totally dissipated. (ii) Energy can do work in an infinite number of times in
perfect (reversible) HTR (in the limit RT ! 0). Even with real-world less-than-
perfect (less than completely reversible) HTR (finite but small RT >0), energy can
do work many more times than merely once before its ability to do work is totally
dissipated. (iii) Energy can do work in an infinite number of times in perfect
(reversible) thermal recharge of intermediate heat reservoirs—not to be confused
with HTR discussed in this present chapter—see Section VI of Ref. [35] and the
improved treatment in another chapter [61] in this book. Even with real-world less-
than-perfect (less than completely reversible) thermal recharge of intermediate
heat reservoirs, energy can do work more times than merely once before its ability
to do work is totally dissipated.

6. Reply to criticisms of HTR

The concept of HTR (without being dubbed HTR) was criticized by Makarieva,
Gorshkov, Li, and Nobre [58] and by Bejan [59], as being in conflict with the First
and Second Laws of Thermodynamics, especially with the Second Law (see espe-
cially Sections 4 and 5 of Ref. [58] and Section 4 of Ref. [59]). These criticisms are
addressed directly in Ref. [60]. They are also addressed in works concerning
(a) HTR in hurricanes [27–37, 62] and (b) the experimental verification of HTR in
increasing efficiency of thermoelectric generators [38]. [Concerning (a) immedi-
ately above, on the one hand, the importance of HTR (dubbed as “dissipative
heating”) has been confirmed in a study of Hurricane Andrew (1992) [36], and, as
one might expect, “dissipative heating appears to be a more important process in
intense hurricanes, such as Andrew, than weak ones” [36]. But, on the other hand,
more recently it has been contended [37] that, while HTR exists in hurricanes, it is of
lesser importance than previously supposed [27–36].]
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Perhaps the simplest and most straightforward reply to these criticisms [58, 59] is
that provided by Spanner (see Ref. [6], pp. 11–12, 60–65, and 263–265, especially
pp. 263–265): Friction resulting from dissipation of work can in principle generate
arbitrarily high temperature TH without violating the Second Law of Thermody-
namics: The entropy increase resulting from frictional dissipation of workW at
temperature TH, namely, ΔS ¼ W=TH, decreases monotonically with increasing TH
but is positive for any finite TH—and the Second Law requires only that ΔS≥0 [6].
A heat engine operating between this high temperature TH and a low (cold-reservoir)
temperature TC arbitrarily close to absolute zero (0 K) can in principle recover
essentially all of the frictional dissipation as work [6]—and the recycling of energy
fromwork to heat via frictional dissipation and then back to work via the heat engine
can in principle then be repeated essentially indefinitely [6]. No energy is created (or
destroyed)—energy is merely recycled—hence the First Law of Thermodynamics is
not violated [6]. No decrease in entropy occurs—ΔS ¼ W=TH >0 for any finite TH—

hence the Second Law of Thermodynamics is not violated [6].
As has been previously emphasized [35], it is only recycling of a heat engine’s

waste heat QC into its hot reservoir at TH instead of rejection thereof into its cold
reservoir at TC—not recycling of heat generated by frictional dissipation of its work
output W back into its hot reservoir at TH—that would violate the Second Law of
Thermodynamics. Recharging W to the hot reservoir does not violate the Second
Law, because the entropy change ΔS ¼ W=TH is positive—albeit less strongly pos-
itive than ΔS ¼ W=TC that obtains if W is frictionally dissipated into the
cold reservoir. Only recharging QC to the hot reservoir would violate the Second
Law, because the entropy change ΔS ¼ QC=TH �QC=TC would be negative.
And recycling of a heat engine’s waste heat QC into its hot reservoir at TH
instead of its rejection into its cold reservoir at TC has never been claimed
[27–38, 60, 62].

There is one caveat: the entropy increase ΔS ¼ W=TH >0 owing to frictional
dissipation of W at TH could in principle be employed to pay for pumping a heat
engine’s waste heat QC from TC to TH, but no capability to do work would be gained
by this procedure. For, even if this procedure could be executed perfectly (revers-
ibly), e.g., via a perfect (reversible) heat pump, we would have [applying Eqs. (1)
and (5)]

ΔStotal ¼ W
TH

� QC

TC
þQC

TH
¼ W

TH
� QC

1
TC

� 1
TH

� �
¼ W

TH
�QC

TH � TC

TCTH
¼ 0

) W ¼ QC
TH � TC

TC
¼ QC

TH

TC
� 1

� �
¼ QH

TC

TH

TH

TC
� 1

� �

¼ QH 1� TC

TH

� �
¼ QH 1� RTð Þ ¼ QHϵCarnot,std:

(22)

What Eq. (22) brings to light is that the operation of the heat pump, even if
perfect (reversible), results merely in the recovery ofW. ButW is recoverable more
simply by avoiding this unnecessary procedure, as per Section 5 and the first three
paragraphs of this Section 6.

7. Conclusion

We provided introductory remarks, an overview, and general considerations in
Section 1. A misconception pertaining to the efficiencies of engines (heat engines or
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and hence via HTR the engine’s efficiency is increased from W=QH to
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temperature TH of the hot reservoir, W=QH can be almost as large as unity or
equivalently W can be almost as large as QH, and hence W= QH �Wð Þ ¼ W=QC
can greatly exceed the Carnot limit.

We note that the temperature of the cosmic background radiation is only 2:7 K,
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2700 K. This provides a temperature ratio of RT � TC=TH ≈ 10�3. Could even
smaller values of RT � TC=TH be possible, at least in principle? Perhaps, maybe,
if frictional dissipation of work into heat might somehow be possible into a gaseous
hot reservoir at temperatures exceeding the melting point or even the critical
temperature (the maximum boiling point at any pressure) of even the most
refractory material.

While in this chapter we do not challenge the Second Law, we do challenge an
overstatement of the Second Law that is sometimes made: that energy can do work
only once. This overstatement is false. Energy can indeed do work more than once,
in principle up to an infinite number of times, and even in practice many more
times than merely once, before its ability to do work is totally dissipated. Consider
these three examples: (i) Energy can do work in an infinite number of times in
perfect (reversible) regenerative braking of an electrically-powered motor vehicle,
with the motor operating backward as a generator during braking. Even with real-
world less-than-perfect (less than completely reversible) regenerative braking,
energy can do work many more times than merely once before its ability to do work
is totally dissipated. (ii) Energy can do work in an infinite number of times in
perfect (reversible) HTR (in the limit RT ! 0). Even with real-world less-than-
perfect (less than completely reversible) HTR (finite but small RT >0), energy can
do work many more times than merely once before its ability to do work is totally
dissipated. (iii) Energy can do work in an infinite number of times in perfect
(reversible) thermal recharge of intermediate heat reservoirs—not to be confused
with HTR discussed in this present chapter—see Section VI of Ref. [35] and the
improved treatment in another chapter [61] in this book. Even with real-world less-
than-perfect (less than completely reversible) thermal recharge of intermediate
heat reservoirs, energy can do work more times than merely once before its ability
to do work is totally dissipated.

6. Reply to criticisms of HTR

The concept of HTR (without being dubbed HTR) was criticized by Makarieva,
Gorshkov, Li, and Nobre [58] and by Bejan [59], as being in conflict with the First
and Second Laws of Thermodynamics, especially with the Second Law (see espe-
cially Sections 4 and 5 of Ref. [58] and Section 4 of Ref. [59]). These criticisms are
addressed directly in Ref. [60]. They are also addressed in works concerning
(a) HTR in hurricanes [27–37, 62] and (b) the experimental verification of HTR in
increasing efficiency of thermoelectric generators [38]. [Concerning (a) immedi-
ately above, on the one hand, the importance of HTR (dubbed as “dissipative
heating”) has been confirmed in a study of Hurricane Andrew (1992) [36], and, as
one might expect, “dissipative heating appears to be a more important process in
intense hurricanes, such as Andrew, than weak ones” [36]. But, on the other hand,
more recently it has been contended [37] that, while HTR exists in hurricanes, it is of
lesser importance than previously supposed [27–36].]
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pp. 263–265): Friction resulting from dissipation of work can in principle generate
arbitrarily high temperature TH without violating the Second Law of Thermody-
namics: The entropy increase resulting from frictional dissipation of workW at
temperature TH, namely, ΔS ¼ W=TH, decreases monotonically with increasing TH
but is positive for any finite TH—and the Second Law requires only that ΔS≥0 [6].
A heat engine operating between this high temperature TH and a low (cold-reservoir)
temperature TC arbitrarily close to absolute zero (0 K) can in principle recover
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fromwork to heat via frictional dissipation and then back to work via the heat engine
can in principle then be repeated essentially indefinitely [6]. No energy is created (or
destroyed)—energy is merely recycled—hence the First Law of Thermodynamics is
not violated [6]. No decrease in entropy occurs—ΔS ¼ W=TH >0 for any finite TH—
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reservoir at TC—not recycling of heat generated by frictional dissipation of its work
output W back into its hot reservoir at TH—that would violate the Second Law of
Thermodynamics. Recharging W to the hot reservoir does not violate the Second
Law, because the entropy change ΔS ¼ W=TH is positive—albeit less strongly pos-
itive than ΔS ¼ W=TC that obtains if W is frictionally dissipated into the
cold reservoir. Only recharging QC to the hot reservoir would violate the Second
Law, because the entropy change ΔS ¼ QC=TH �QC=TC would be negative.
And recycling of a heat engine’s waste heat QC into its hot reservoir at TH
instead of its rejection into its cold reservoir at TC has never been claimed
[27–38, 60, 62].

There is one caveat: the entropy increase ΔS ¼ W=TH >0 owing to frictional
dissipation of W at TH could in principle be employed to pay for pumping a heat
engine’s waste heat QC from TC to TH, but no capability to do work would be gained
by this procedure. For, even if this procedure could be executed perfectly (revers-
ibly), e.g., via a perfect (reversible) heat pump, we would have [applying Eqs. (1)
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What Eq. (22) brings to light is that the operation of the heat pump, even if
perfect (reversible), results merely in the recovery ofW. ButW is recoverable more
simply by avoiding this unnecessary procedure, as per Section 5 and the first three
paragraphs of this Section 6.

7. Conclusion

We provided introductory remarks, an overview, and general considerations in
Section 1. A misconception pertaining to the efficiencies of engines (heat engines or
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otherwise) was discussed and corrected in Section 2. Then we discussed the work
outputs, efficiencies, and entropy productions of Carnot (reversible) and Curzon-
Ahlborn (endoreversible) heat engines. In Section 3, we reviewed the standard
(without HTR) work outputs, efficiencies, and entropy productions of Carnot
(reversible) and Curzon-Ahlborn (endoreversible) heat engines, first without fric-
tional dissipation of heat engines’ work outputs and then with frictional dissipation
thereof into their cold reservoirs. In Section 4 we considered them with frictional
dissipation of heat engines’ work outputs into their hot reservoirs (with HTR). (If
HTR is employed, we construe the terms “the highest practicable temperature for
HTR” and “the hot reservoir” to be synonymous.) We showed that the efficiencies
of both Carnot and Curzon-Ahlborn engines can be increased, indeed in some cases
greatly increased, via employing HTR. The increases in efficiencies via employing
HTR are minimal in the limit RT � TC=TH ! 1 but become arbitrarily large in the
limit RT � TC=TH ! 0. Efficiencies via employing HTR can exceed unity and can
even approach∞.

We provided recapitulation, as well as generalization, in Section 5. We replied to
criticisms [58, 59] of HTR in Section 6.

As we have already noted in Section 1, the increases in efficiency attainable via
HTR are not practicable if frictional dissipation of work into other than the cold
reservoir is not practicable. Thus they are never practicable for noncyclic (necessar-
ily one-time, single-use) heat engines: however the work output of a noncyclic
(necessarily one-time, single-use) heat engine might be frictionally dissipated, the
heat thereby generated cannot restore the engine to its initial state. Moreover in
many cases the work outputs of noncyclic (necessarily one-time, single-use) heat
engines are not frictionally dissipated at all, at least not during practicable time
scales, for example, a noncyclic rocket heat engine’s work output is sequestered
essentially permanently as kinetic and gravitational potential energy in the
launching of a spacecraft (but typically most of the kinetic energy accelerates the
exhaust gases, not the payload). They also are never practicable for reverse opera-
tion of cyclic heat engines as refrigerators or heat pumps, because for both refrig-
erators and heat pumps, the total energy input (the work W, plus the heat QC
extracted from a cold reservoir at the expense of W as required by the Second Law
of Thermodynamics) always is deposited as heat QH into a hot reservoir
(QH ¼ QC þW): thus there is never any additional energy to be deposited into the
hot reservoir (as there is from frictional dissipation of work done via forward
operation of cyclic heat engines). {See Ref. [1], Section 20-3; Ref. [2], Sections 4.3,
4.4, and 4.7 (especially Section 4.7); Ref. [3], Sections 4-4, 4-5, and 4-6 (especially
Section 4-6); Ref. [5], Section 5.12 and Problem 5.22; Ref. [7], pp. 233–236 and
Problems 1, 2, 4, 6, and 7 of Chapter 8; Ref. [16], Chapter XXI; Ref. [17], Sections
6.7, 6.8, 7.3, and 7.4; and Ref. [54], Sections 5-7-2, 6-2-2, 6-9-2, and 6-9-3, and
Chapter 17. [Problem 2 of Chapter 8 in Ref. [7] considers absorption refrigeration,
wherein the entire energy output is into an intermediate-temperature (most typi-
cally ambient-temperature) reservoir, and hence for which HTR is even more
strongly never practicable.]} They also are not practicable for cyclic heat engines in
cases wherein a cyclic heat engine’s work output is not frictionally dissipated
immediately or on short time scales [16, 17], for example, as gravitational potential
energy sequestered for a long time interval in the construction of a building. For a
building once erected typically remains standing for a century or longer. Even if,
when it is finally torn down, its gravitational potential energy were to be totally
frictionally dissipated into a hot reservoir, it is simply impracticable to wait that
long. Thus HTR is not practicable in all cases. But in the many cases wherein cyclic
heat engines’ work outputs are frictionally dissipated immediately or on short time
scales [16, 17], practicability obtains: improved conversion—and reconversion—of
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frictionally dissipated heat into work, and hence improved cyclic heat-engine per-
formance, can then obtain.

We emphasize yet again that First and Second Laws of Thermodynamics are not
violated. The First Law is not violated because no new energy is created (or
destroyed): super-unity efficiencies via employment of HTR obtain via recycling
and reusing the same energy, not via the creation of new energy. The Second Law is
not violated because the change in total entropy is positive if HTR is employed and
frictional dissipation of work as heat is into the hot reservoir, albeit less strongly
positive than if HTR is not employed and frictional dissipation of work as heat is
into the cold reservoir. The improved heat-engine performance that HTR provides
ultimately obtains from this reduction of entropy increase.

While in this chapter we do not challenge the First or Second Laws of Thermody-
namics, we should note that there have been many challenges to the Second Law,
especially in recent years [64–69]. By contrast, the First Law has been questioned
only in cosmological contexts [70–72] and with respect to fleeting violations thereof
associated with the energy-time uncertainty principle [73, 74]. But there are
contrasting viewpoints [73, 74] concerning the latter issue.
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Abstract

The efficiencies of heat-engine operation employing various numbers (≥ 2) of
heat reservoirs are investigated. Operation with the work output of the heat engines
sequestered, as well as with it being totally frictionally dissipated, is discussed. We
consider mainly heat engines whose efficiencies depend on ratios of a higher and
lower temperature or on simple functions of such ratios but also provide brief
comments concerning more general cases. We show that, if a hot reservoir supplies
a heat engine whose waste heat is discharged and whose work output is totally
frictionally dissipated into a cooler reservoir, which in turn supplies heat-engine
operation that discharges waste heat into a still cooler reservoir, the total work
output can exceed the heat input from the initial hot reservoir. This extra work
output increases with increasing numbers (≥ 3) of reservoirs. We also show that this
obtains within the restrictions of the First and Second Laws of Thermodynamics.

Keywords: First Law of Thermodynamics, Second Law of Thermodynamics,
heat engines, work, heat, entropy, multiple heat reservoirs

1. Introduction

The efficiencies of heat-engine operation employing various numbers (≥ 2) of
heat reservoirs are investigated. In Section 2, we discuss heat-engine operation with
the work output of the heat engines sequestered. In Section 3, we discuss heat-engine
operation with the work output of the heat engines being totally frictionally dissi-
pated. We consider mainly heat engines whose efficiencies depend on ratios of a
higher and lower temperature or on simple functions of such ratios. Examples include
heat engines operating not only via the Carnot cycle [1–9] but also via the Ericsson,
Stirling, air-standard Otto, and air-standard Brayton cycles [2–9], and endoreversible
heat engines operating at maximum power output assuming Curzon-Ahlborn effi-
ciency [10–12] (see also Ref. [4], Section 4-9). But we also provide brief comments
concerning more general cases. Endoreversible heat-engine operation assumes irre-
versible heat flows directly proportional to temperature differences but otherwise
reversible operation [10–12]. Although we do not employ them in this chapter, we
note that generalizations of the Curzon-Ahlborn efficiency, and also various related
efficiencies, have also been investigated [13–21]. In particular, we note that alterna-
tive results [21] to the Curzon-Ahlborn efficiency [10–12] (see also Ref. [4], Section
4-9) have been derived [21]. But for definiteness and for simplicity, in this chapter,
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The efficiencies of heat-engine operation employing various numbers (≥ 2) of
heat reservoirs are investigated. Operation with the work output of the heat engines
sequestered, as well as with it being totally frictionally dissipated, is discussed. We
consider mainly heat engines whose efficiencies depend on ratios of a higher and
lower temperature or on simple functions of such ratios but also provide brief
comments concerning more general cases. We show that, if a hot reservoir supplies
a heat engine whose waste heat is discharged and whose work output is totally
frictionally dissipated into a cooler reservoir, which in turn supplies heat-engine
operation that discharges waste heat into a still cooler reservoir, the total work
output can exceed the heat input from the initial hot reservoir. This extra work
output increases with increasing numbers (≥ 3) of reservoirs. We also show that this
obtains within the restrictions of the First and Second Laws of Thermodynamics.
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1. Introduction

The efficiencies of heat-engine operation employing various numbers (≥ 2) of
heat reservoirs are investigated. In Section 2, we discuss heat-engine operation with
the work output of the heat engines sequestered. In Section 3, we discuss heat-engine
operation with the work output of the heat engines being totally frictionally dissi-
pated. We consider mainly heat engines whose efficiencies depend on ratios of a
higher and lower temperature or on simple functions of such ratios. Examples include
heat engines operating not only via the Carnot cycle [1–9] but also via the Ericsson,
Stirling, air-standard Otto, and air-standard Brayton cycles [2–9], and endoreversible
heat engines operating at maximum power output assuming Curzon-Ahlborn effi-
ciency [10–12] (see also Ref. [4], Section 4-9). But we also provide brief comments
concerning more general cases. Endoreversible heat-engine operation assumes irre-
versible heat flows directly proportional to temperature differences but otherwise
reversible operation [10–12]. Although we do not employ them in this chapter, we
note that generalizations of the Curzon-Ahlborn efficiency, and also various related
efficiencies, have also been investigated [13–21]. In particular, we note that alterna-
tive results [21] to the Curzon-Ahlborn efficiency [10–12] (see also Ref. [4], Section
4-9) have been derived [21]. But for definiteness and for simplicity, in this chapter,
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we employ the standard Curzon-Ahlborn efficiency [10–12] (see also Ref. [4],
Section 4-9) for cyclic heat engines operating at maximum power output.

We show that, if a hot reservoir supplies a heat engine whose waste heat is
discharged and whose work output is totally frictionally dissipated into a cooler
reservoir, which in turn supplies heat-engine operation that discharges waste heat
into a still cooler reservoir, the total work output can exceed the heat input from
the initial hot reservoir. This extra work output increases with increasing numbers
(≥ 3) of reservoirs. We also show that this obtains within the restrictions of the First
and Second Laws of Thermodynamics.

We fill in details and correct a few mistakes in an earlier, briefer, consideration of
the efficiencies of heat-engine operation employing various numbers (≥ 3) of heat
reservoirs [22].We note that heat-engine operation employing various numbers (≥ 3)
of heat reservoirs [22] should not be confused with recycling heat engines’ frictionally
dissipated work outputs into the hottest available reservoir [22–37], which is a
different process that has been thoroughly investigated and discussed previously
[22–37], and which we further investigate in another chapter [38] in this book.

We consider only cyclic heat engines. Noncyclic (necessarily one-time, single-
use) heat engines are not limited by the Carnot bound and can in principle operate
at unit (100%) efficiency. A simple example is the one-time expansion of a gas
pushing a piston. Other examples include rockets: the piston (payload) is launched
into space by a one-time power stroke (but typically most of the work output
accelerates the exhaust gases, not the payload) and firearms: the piston (bullet) is
accelerated by a one-time power stroke and then discarded (but some, typically less
than with rockets, of the work output accelerates the exhaust gases resulting from
combustion of the propellant). Even if the work output of a noncyclic engine could
be frictionally dissipated and the resulting heat returned to the system, there would
be, at best, restoration of temperature to its initial value but not restoration of the
piston to its initial position. Hence the method investigated in this chapter is useless
with respect to noncyclic heat engines.

General remarks, especially concerning entropy, are provided in Section 4.
Concluding remarks are provided in Section 5.

2. Multiple-reservoir heat-engine efficiencies with work output
sequestered

We designate the temperatures of the heat reservoirs via subscripts, with T1

being the temperature of the initial, hottest, reservoir, T2 the temperature of the
second-hottest reservoir,T3 the temperature of the third-hottest reservoir, etc., and
Tn the temperature of the nth, coldest, reservoir.

Let a heat engine operate between two reservoirs, extracting heat Q 1 from a hot
reservoir at temperature T1 and rejecting waste heat to a cold reservoir at tempera-
ture T2. If its efficiency is ϵ1!2, its work output is

W1!2 ¼ Q1ϵ1!2: (1)

It rejects waste heat Q1 �W1!2 ¼ Q1 1� ϵ1!2ð Þ to the reservoir at temperature
T2. If there is a third reservoir at temperature T3 andW1!2 is sequestered, that is, not
frictionally dissipated, and if the efficiency of heat-engine operation between the
second and third reservoirs is ϵ2!3, a heat engine can then perform additional work

W2!3 ¼ Q1 1� ϵ1!2ð Þϵ2!3 (2)

by employing the reservoir at temperature T2 as a hot reservoir and the reservoir
at temperature T3 as a cold reservoir. All told it can do work:
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W1!2 þW2!3 ¼ Q1ϵ1!2 þQ1 1� ϵ1!2ð Þϵ2!3

¼ Q1 ϵ1!2 þ ϵ2!3 � ϵ1!2ϵ2!3ð Þ:
(3)

By contrast, if the heat engine operates in a single step at efficiency ϵ1!3,
employing the reservoir at temperature T1 as a hot reservoir and the reservoir at
temperature T3 as a cold reservoir, it can do work

W1!3 ¼ Q1ϵ1!3: (4)

Anticipating that we will eventually deal with n heat reservoirs, let us consider
efficiencies of the form

ϵi!j ¼ 1� Ti

Tj

� �x

, (5)

where i and j are positive integers in the respective ranges 1 ≤ i ≤ n � 1 and
i < j ≤ n and where x is a positive real number in the range 0 < x ≤ 1. Applying
Eqs. (3) and (5), W1!3 = W1!2 + W2!3, as we will now show. We have

W1!2 þW2!3 ¼ Q1

1� T2
T1

� �xh i
þ 1� T3

T2

� �xh i

� 1� T2
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>>:
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� T3

T2
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� 1� T2
T1

� �x
� T3

T2

� �x
þ T2

T1

� �x
T3
T2

� �xh i

8>><
>>:
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>>;

¼ Q1 1� T2

T1

� �x T3

T2

� �x� �

¼ Q1 1� T3

T1

� �x� �
¼ W1!3:

(6)

We note that x = 1 for the Carnot, Ericsson, Stirling, air-standard Otto, and
air-standard Brayton cycles [1–9] and x = 1/2 for endoreversible heat engines
operating at Curzon-Ahlborn efficiency [10–12] (see also Ref. [4], Section 4-9). For
all of these cycles, the temperature in the numerator is that of the coldest available
reservoir for a given cycle [1–12]. For the Carnot, Ericsson, and Stirling cycles, and
for endoreversible heat engines operating at Curzon-Ahlborn efficiency, the tem-
perature in the denominator is that of the hottest available reservoir for a given
cycle [1–12]. For the air-standard Otto and air-standard Brayton cycles, the tem-
perature in the denominator is that at the end of the adiabatic-compression process
but before the addition of heat from the hottest available reservoir (substituting, in
air-standard cycles, for combustion of fuel) [2–9] in a given cycle. The Second Law
of Thermodynamics forbids x > 1 if the temperature in the numerator is that of the
coldest available reservoir for a given cycle and the temperature in the denominator
is that of the hottest available reservoir for a given cycle, because then the Carnot
efficiency would be exceeded. Since for the aforementioned heat engines, and
indeed for any heat engine for which Eq. (5) is applicable, W1!3 = W1!2 + W2!3,
this additivity of W obtains for any number of steps, that is, we have

W1!n ¼ W1!2 þW2!3 þ…þWn�1!n ¼
Xn�1

j¼1

Wj!jþ1: (7)
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¼ Q1 ϵ1!2 þ ϵ2!3 � ϵ1!2ϵ2!3ð Þ:
(3)

By contrast, if the heat engine operates in a single step at efficiency ϵ1!3,
employing the reservoir at temperature T1 as a hot reservoir and the reservoir at
temperature T3 as a cold reservoir, it can do work

W1!3 ¼ Q1ϵ1!3: (4)

Anticipating that we will eventually deal with n heat reservoirs, let us consider
efficiencies of the form

ϵi!j ¼ 1� Ti

Tj

� �x

, (5)

where i and j are positive integers in the respective ranges 1 ≤ i ≤ n � 1 and
i < j ≤ n and where x is a positive real number in the range 0 < x ≤ 1. Applying
Eqs. (3) and (5), W1!3 = W1!2 + W2!3, as we will now show. We have

W1!2 þW2!3 ¼ Q1

1� T2
T1

� �xh i
þ 1� T3

T2

� �xh i

� 1� T2
T1

� �xh i
1� T3

T2

� �xh i

8>><
>>:

9>>=
>>;

¼ Q1

2� T2
T1

� �x
� T3

T2

� �x

� 1� T2
T1

� �x
� T3

T2

� �x
þ T2

T1

� �x
T3
T2

� �xh i

8>><
>>:

9>>=
>>;

¼ Q1 1� T2

T1

� �x T3

T2

� �x� �

¼ Q1 1� T3

T1

� �x� �
¼ W1!3:

(6)

We note that x = 1 for the Carnot, Ericsson, Stirling, air-standard Otto, and
air-standard Brayton cycles [1–9] and x = 1/2 for endoreversible heat engines
operating at Curzon-Ahlborn efficiency [10–12] (see also Ref. [4], Section 4-9). For
all of these cycles, the temperature in the numerator is that of the coldest available
reservoir for a given cycle [1–12]. For the Carnot, Ericsson, and Stirling cycles, and
for endoreversible heat engines operating at Curzon-Ahlborn efficiency, the tem-
perature in the denominator is that of the hottest available reservoir for a given
cycle [1–12]. For the air-standard Otto and air-standard Brayton cycles, the tem-
perature in the denominator is that at the end of the adiabatic-compression process
but before the addition of heat from the hottest available reservoir (substituting, in
air-standard cycles, for combustion of fuel) [2–9] in a given cycle. The Second Law
of Thermodynamics forbids x > 1 if the temperature in the numerator is that of the
coldest available reservoir for a given cycle and the temperature in the denominator
is that of the hottest available reservoir for a given cycle, because then the Carnot
efficiency would be exceeded. Since for the aforementioned heat engines, and
indeed for any heat engine for which Eq. (5) is applicable, W1!3 = W1!2 + W2!3,
this additivity of W obtains for any number of steps, that is, we have

W1!n ¼ W1!2 þW2!3 þ…þWn�1!n ¼
Xn�1

j¼1

Wj!jþ1: (7)
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For more complex efficiencies than those of Eq. (5), for example, those of the
Diesel and dual cycles, which are functions of more than two temperatures, and also
for some more complex efficiencies that are functions of two temperatures, the
equality of Eq. (7) may not always obtain [3–9, 13–19]. But whether or not the
equality of Eq. (7) obtains, the Second Law of Thermodynamics requires that,
whichever reservoirs are employed, the efficiency with all work outputs seques-
tered, whetherWj!j+1/Q j (1 ≤ j ≤ n� 1),Wj!j+k/Q j (1 ≤ j ≤ n� 1 and 1 ≤ k ≤ n� j),
or W1!n/Q 1, cannot exceed the Carnot limit.

3. Multiple-reservoir heat-engine efficiencies with work output totally
frictionally dissipated

Let a heat engine operate between two reservoirs, extracting heat Q1 from a hot
reservoir at temperature T1 and rejecting waste heat to a cold reservoir at tempera-
ture T2. If its efficiency is ϵ1!2, its work output is

W1!2 ¼ Q1ϵ1!2: (8)

It rejects waste heatQ1 �W1!2 ¼ Q1 1� ϵ1!2ð Þ to a reservoir at temperature T2.
But now, in addition, we let the work outputWD

1!2 ¼ Q1ϵ1!2 be totally frictionally
dissipated and rejected into the reservoir at temperature T2 (indicated via a superscript
D). This is in fact by far the most commonmode of heat-engine operation.With rare
exceptions (e.g., a heat engine’s work output being sequestered for a long time interval
as gravitational potential energy in the construction of a building, or essentially per-
manently in the launching of a spacecraft), heat engines’work outputs are typically
totally frictionally dissipated immediately or on short time scales (see Ref. [6], Chapter
VI (especially Sections 54, 60, and 61); and Ref. [7], Sections 6.9–6.14 and 16.8).
Indeed, this is true of almost all engines, heat engines or otherwise. Thework outputs of
all engines of vehicles (automobiles, trains, ships, submarines, aircraft, etc.) operating
at constant speed, and of all factory and appliance engines operating at constant speed,
are immediately and continually frictionally dissipated. The work output temporarily
sequestered as kinetic energywhen a vehicle accelerates, orwhen a factory or appliance
engine is turned on, is frictionally dissipated a short time later when the vehicle
decelerates, or when the factory or appliance engine is turned off.

If both the waste heat Q1 �WD
1!2 ¼ Q1 1� ϵ1!2ð Þ has been rejected and the

work output WD
1!2 ¼ Q1ϵ1!2 has been totally frictionally dissipated into the reser-

voir at temperature T2, and there is a third reservoir at temperature T3, a heat
engine operating at efficiency ϵ2!3 can then perform additional work

W2!3 ¼ Q1ϵ2!3 (9)

by employing the reservoir at temperature T2 as a hot reservoir and the
reservoir at temperature T3 as a cold reservoir. (WD

2!3 may or may not be friction-
ally dissipated, so it only optionally carries the superscript D.) All told the total
work output is

WD
1!3 ¼ WD

1!2 þWD
2!3 ¼ Q1ϵ1!2 þQ1ϵ2!3

¼ Q1 ϵ1!2 þ ϵ2!3ð Þ:
(10)

If ϵi!j ¼ 1� Ti=Tj
� �x, where i and j are positive integers in the respective ranges

1≤ i≤ n� 1 and i< j≤ n, and where x is a positive real number in the range
0< x≤ 1, applying Eqs. (5) and (10), we have:
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WD
1!3 ¼ WD

1!2 þWD
2!3 ¼ Q1 1� T2

T1

� �x� �
þ 1� T3

T2

� �x� �� �

¼ Q1 2� T2

T1

� �x

� T3

T2

� �x� �
:

(11)

We now maximize WD
1!3 with respect to T2:

dWD
1!3

dT2
¼ 0 ) d

dT2
2� T2

T1

� �x

� T3

T2

� �x� �
¼ 0

) d
dT2

T2

T1
þ T3

T2

� �
¼ 0

) 1
T1

� T3

T2
2
¼ 0

) T2,opt ¼ T1T3ð Þ1=2:

(12)

Thus, the optimum value T2,opt of T2, which maximizes WD
1!3, is the geometric

mean of T1 and T3. Applying Eqs. (11) and (12), the maximum value WD
1!3,max of

WD
1!3 is

WD
1!3,max ¼ Q1 2� T1T3ð Þ1=2

T1

" #x
� T3

T1T3ð Þ1=2
" #x( )

¼ Q1 2� T3

T1

� �x=2

� T3

T1

� �x=2
" #

¼ Q1 2� 2
T3

T1

� �x=2
" #

¼ 2Q1 1� T3

T1

� �x=2
" #

:

(13)

Note that

WD
1!3,max >Q1 if

T3

T1

� �x=2

<
1
2
⇔

T3

T1
<

1

22=x
: (14)

This obtains if T3=T1 < 1=4 for x ¼ 1 and if T3=T1 < 1=16 for x ¼ 1=2. Also,
comparing the last line of Eq. (6) with Eq. (13), we find for the maximum extra
work WD,extra

1!3,max :

WD,extra
1!3,max ¼ WD

1!3,max �W1!3

¼ 2Q1 1� T3

T1

� �x=2
" #

� Q1 1� T3

T1

� �x� �

¼ Q1 2 1� T3

T1

� �x=2
" #

� 1� T3

T1

� �x� �( )

¼ Q1 2� 2
T3

T1

� �x=2

� 1þ T3

T1

� �x
" #

¼ Q1 1þ T3

T1

� �x

� 2
T3

T1

� �x=2
" #

≥0:

(15)
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For more complex efficiencies than those of Eq. (5), for example, those of the
Diesel and dual cycles, which are functions of more than two temperatures, and also
for some more complex efficiencies that are functions of two temperatures, the
equality of Eq. (7) may not always obtain [3–9, 13–19]. But whether or not the
equality of Eq. (7) obtains, the Second Law of Thermodynamics requires that,
whichever reservoirs are employed, the efficiency with all work outputs seques-
tered, whetherWj!j+1/Q j (1 ≤ j ≤ n� 1),Wj!j+k/Q j (1 ≤ j ≤ n� 1 and 1 ≤ k ≤ n� j),
or W1!n/Q 1, cannot exceed the Carnot limit.

3. Multiple-reservoir heat-engine efficiencies with work output totally
frictionally dissipated

Let a heat engine operate between two reservoirs, extracting heat Q1 from a hot
reservoir at temperature T1 and rejecting waste heat to a cold reservoir at tempera-
ture T2. If its efficiency is ϵ1!2, its work output is

W1!2 ¼ Q1ϵ1!2: (8)

It rejects waste heatQ1 �W1!2 ¼ Q1 1� ϵ1!2ð Þ to a reservoir at temperature T2.
But now, in addition, we let the work outputWD

1!2 ¼ Q1ϵ1!2 be totally frictionally
dissipated and rejected into the reservoir at temperature T2 (indicated via a superscript
D). This is in fact by far the most commonmode of heat-engine operation.With rare
exceptions (e.g., a heat engine’s work output being sequestered for a long time interval
as gravitational potential energy in the construction of a building, or essentially per-
manently in the launching of a spacecraft), heat engines’work outputs are typically
totally frictionally dissipated immediately or on short time scales (see Ref. [6], Chapter
VI (especially Sections 54, 60, and 61); and Ref. [7], Sections 6.9–6.14 and 16.8).
Indeed, this is true of almost all engines, heat engines or otherwise. Thework outputs of
all engines of vehicles (automobiles, trains, ships, submarines, aircraft, etc.) operating
at constant speed, and of all factory and appliance engines operating at constant speed,
are immediately and continually frictionally dissipated. The work output temporarily
sequestered as kinetic energywhen a vehicle accelerates, orwhen a factory or appliance
engine is turned on, is frictionally dissipated a short time later when the vehicle
decelerates, or when the factory or appliance engine is turned off.

If both the waste heat Q1 �WD
1!2 ¼ Q1 1� ϵ1!2ð Þ has been rejected and the

work output WD
1!2 ¼ Q1ϵ1!2 has been totally frictionally dissipated into the reser-

voir at temperature T2, and there is a third reservoir at temperature T3, a heat
engine operating at efficiency ϵ2!3 can then perform additional work

W2!3 ¼ Q1ϵ2!3 (9)

by employing the reservoir at temperature T2 as a hot reservoir and the
reservoir at temperature T3 as a cold reservoir. (WD

2!3 may or may not be friction-
ally dissipated, so it only optionally carries the superscript D.) All told the total
work output is

WD
1!3 ¼ WD

1!2 þWD
2!3 ¼ Q1ϵ1!2 þQ1ϵ2!3

¼ Q1 ϵ1!2 þ ϵ2!3ð Þ:
(10)

If ϵi!j ¼ 1� Ti=Tj
� �x, where i and j are positive integers in the respective ranges

1≤ i≤ n� 1 and i< j≤ n, and where x is a positive real number in the range
0< x≤ 1, applying Eqs. (5) and (10), we have:
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WD
1!3 ¼ WD

1!2 þWD
2!3 ¼ Q1 1� T2

T1

� �x� �
þ 1� T3

T2

� �x� �� �

¼ Q1 2� T2

T1

� �x

� T3

T2

� �x� �
:

(11)

We now maximize WD
1!3 with respect to T2:

dWD
1!3

dT2
¼ 0 ) d

dT2
2� T2

T1

� �x

� T3

T2

� �x� �
¼ 0

) d
dT2

T2

T1
þ T3

T2

� �
¼ 0

) 1
T1

� T3

T2
2
¼ 0

) T2,opt ¼ T1T3ð Þ1=2:

(12)

Thus, the optimum value T2,opt of T2, which maximizes WD
1!3, is the geometric

mean of T1 and T3. Applying Eqs. (11) and (12), the maximum value WD
1!3,max of

WD
1!3 is

WD
1!3,max ¼ Q1 2� T1T3ð Þ1=2

T1

" #x
� T3

T1T3ð Þ1=2
" #x( )

¼ Q1 2� T3

T1

� �x=2

� T3

T1

� �x=2
" #

¼ Q1 2� 2
T3

T1

� �x=2
" #

¼ 2Q1 1� T3

T1

� �x=2
" #

:

(13)

Note that

WD
1!3,max >Q1 if

T3

T1

� �x=2

<
1
2
⇔

T3

T1
<

1

22=x
: (14)

This obtains if T3=T1 < 1=4 for x ¼ 1 and if T3=T1 < 1=16 for x ¼ 1=2. Also,
comparing the last line of Eq. (6) with Eq. (13), we find for the maximum extra
work WD,extra

1!3,max :

WD,extra
1!3,max ¼ WD

1!3,max �W1!3

¼ 2Q1 1� T3

T1

� �x=2
" #

� Q1 1� T3

T1

� �x� �

¼ Q1 2 1� T3

T1

� �x=2
" #

� 1� T3

T1

� �x� �( )

¼ Q1 2� 2
T3

T1

� �x=2

� 1þ T3

T1

� �x
" #

¼ Q1 1þ T3

T1

� �x

� 2
T3

T1

� �x=2
" #

≥0:

(15)
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It is easily shown that WD,extra
1!3,max ≥0, with the equality obtaining if and only

if T3
T1

¼ 1 ) WD
1!3,max ¼ W1!3 ¼ 0 ) WD

1!3,max �W1!3 ¼ WD,extra
1!3,max ¼ 0. For,

denoting the ratio T3
T1

� �x=2
as r and setting dWD,extra

1!3,max =dr ¼ 0 yields

dWD,extra
1!3,max

dr
¼ 0 ) d

dr
r2 � 2r
� � ¼ 0

) 2r� 2 ¼ 0

) r ¼ 1:

(16)

Thus WD
1!3,max is minimized at 0 if r ¼ T3

T1

� �x=2
¼ 1 ) T3

T1
¼ 1. For all

T3
T1

< 1, WD
1!3,extra >0. Moreover, applying Eqs. (5), (13), and (15), note that

lim
T3=T1!0

WD
1!3,max ¼ 2Q1 ¼ 2 lim

T3=T1!0
W1!3

) lim
T3=T1!0

WD,extra
1!3,max ¼ 2Q1 � Q1 ¼ Q1 ¼ lim

T3=T1!0
W1!3:

(17)

Now consider heat-engine operation employing four heat reservoirs, with all
work totally frictionally dissipated (except possibly at the last step; thus,WD

3!4 only
optionally carries the superscript D). Thus we have

WD
1!4 ¼ WD

1!2 þWD
2!3 þWD

3!4 ¼ Q1ϵ1!2 þ Q1ϵ2!3 þ Q1ϵ3!4

¼ Q1 ϵ1!2 þ ϵ2!3 þ ϵ3!4ð Þ:
(18)

If ϵi!j ¼ 1� Ti=Tj
� �x, where i and j are positive integers in the respective ranges

1≤ i≤ n� 1 and i< j≤ n, and where x is a positive real number in the range
0< x≤ 1, applying Eqs. (5) and (18), we have:

WD
1!4 ¼ WD

1!2 þWD
2!3 þWD

3!4

¼ Q1 1� T2

T1

� �x� �
þ 1� T3

T2

� �x� �
þ 1� T4

T3

� �x� �� �

¼ Q1 3� T2

T1

� �x

� T3

T2

� �x

� T4

T3

� �x� �
:

(19)

We wish to maximize WD
1!4. Based on Eq. (12) and the associated discussions,

the optimum value Tj,opt of Tj of reservoir j  1< j< n⇔ 2≤ j≤ n� 1ð Þ, which
maximizes WD

j�1!jþ1, is the geometric mean of Tj�1 and Tjþ1. Thus we have

T2,opt ¼ T1T3,opt
� �1=2 (20)

and

T3,opt ¼ T2,optT4
� �1=2

: (21)
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Applying Eqs. (20) and (21), we obtain

T2,opt
T1

¼ T1T3,opt
� �1=2

T1
¼ T3,opt

T1

� �1=2

(22)

and

T4

T3,opt
¼ T4

T2,optT4
� �1=2 ¼

T4

T2,opt

� �1=2

: (23)

Applying Eqs. (20)–(23), we obtain

T3,opt
T2,opt

¼ T3,opt

T1T3,opt
� �1=2 ¼

T3,opt
T1

� �1=2

¼ T2,optT4
� �1=2

T2,opt
¼ T4

T2,opt

� �1=2

) T3,opt
T1

� �1=2

¼ T4

T2,opt

� �1=2

) T2,opt
T1

¼ T3,opt
T2,opt

¼ T4

T3,opt
:

(24)

Applying Eqs. (22)–(24), we obtain

T4

T1
¼ T2

T1

T3

T2

T4

T3
in general

¼ T2,opt
T1

T3,opt
T2,opt

T4

T3,opt
in particular

¼ T2,opt
T1

� �3

¼ T3,opt
T2,opt

� �3

¼ T4

T3,opt

� �3

) T2,opt
T1

¼ T3,opt
T2,opt

¼ T4

T3,opt
¼ T4

T1

� �1=3

:

(25)

Applying Eqs. (19) and (25), we obtain

WD
1!4,max ¼ Q1 3� 3

T4

T1

� �x=3
" #

¼ 3Q1 1� T4

T1

� �x=3
" #

:

(26)

We now slightly modify Eqs. (14)–(17) to apply for our four-reservoir system.
We obtain

WD
1!4,max >Q1 if

T4

T1

� �x=3

<
2
3
⇔

T4

T1
<

2
3

� �3=x

: (27)

This obtains if T4=T1 < 2=3ð Þ3 ¼ 8=27 for x ¼ 1 and if T4=T1 < 2=3ð Þ6 ¼ 64=729
for x ¼ 1=2. Also, applying Eqs. (5) and (26),
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It is easily shown that WD,extra
1!3,max ≥0, with the equality obtaining if and only

if T3
T1

¼ 1 ) WD
1!3,max ¼ W1!3 ¼ 0 ) WD

1!3,max �W1!3 ¼ WD,extra
1!3,max ¼ 0. For,

denoting the ratio T3
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� �x=2
as r and setting dWD,extra

1!3,max =dr ¼ 0 yields
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dr
¼ 0 ) d

dr
r2 � 2r
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(16)

Thus WD
1!3,max is minimized at 0 if r ¼ T3
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¼ 1 ) T3
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¼ 1. For all

T3
T1

< 1, WD
1!3,extra >0. Moreover, applying Eqs. (5), (13), and (15), note that

lim
T3=T1!0
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1!3,max ¼ 2Q1 ¼ 2 lim

T3=T1!0
W1!3

) lim
T3=T1!0

WD,extra
1!3,max ¼ 2Q1 � Q1 ¼ Q1 ¼ lim

T3=T1!0
W1!3:

(17)

Now consider heat-engine operation employing four heat reservoirs, with all
work totally frictionally dissipated (except possibly at the last step; thus,WD

3!4 only
optionally carries the superscript D). Thus we have

WD
1!4 ¼ WD

1!2 þWD
2!3 þWD

3!4 ¼ Q1ϵ1!2 þ Q1ϵ2!3 þ Q1ϵ3!4

¼ Q1 ϵ1!2 þ ϵ2!3 þ ϵ3!4ð Þ:
(18)

If ϵi!j ¼ 1� Ti=Tj
� �x, where i and j are positive integers in the respective ranges

1≤ i≤ n� 1 and i< j≤ n, and where x is a positive real number in the range
0< x≤ 1, applying Eqs. (5) and (18), we have:

WD
1!4 ¼ WD

1!2 þWD
2!3 þWD

3!4

¼ Q1 1� T2
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� �x� �
þ 1� T3
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T1

� �x

� T3

T2

� �x

� T4

T3

� �x� �
:

(19)

We wish to maximize WD
1!4. Based on Eq. (12) and the associated discussions,

the optimum value Tj,opt of Tj of reservoir j  1< j< n⇔ 2≤ j≤ n� 1ð Þ, which
maximizes WD

j�1!jþ1, is the geometric mean of Tj�1 and Tjþ1. Thus we have

T2,opt ¼ T1T3,opt
� �1=2 (20)

and

T3,opt ¼ T2,optT4
� �1=2

: (21)
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Applying Eqs. (20) and (21), we obtain
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Applying Eqs. (19) and (25), we obtain
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1!4,max ¼ Q1 3� 3
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¼ 3Q1 1� T4
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:

(26)

We now slightly modify Eqs. (14)–(17) to apply for our four-reservoir system.
We obtain

WD
1!4,max >Q1 if
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<
2
3
⇔
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<
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This obtains if T4=T1 < 2=3ð Þ3 ¼ 8=27 for x ¼ 1 and if T4=T1 < 2=3ð Þ6 ¼ 64=729
for x ¼ 1=2. Also, applying Eqs. (5) and (26),
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WD,extra
1!4,max ¼ WD

1!4,max �W1!4

¼ 3Q1 1� T4

T1

� �x=3
" #

�Q1 1� T4

T1

� �x� �

¼ Q1 3 1� T4

T1

� �x=3
" #

� 1� T4

T1

� �x� �( )

¼ Q1 3� 3
T4

T1

� �x=3

� 1þ T4

T1

� �x
" #

¼ Q1 2þ T4

T1

� �x

� 3
T4

T1

� �x=3
" #

≥0:

(28)

It is easily shown that WD,extra
1!4,max ≥0, with the equality obtaining if and only if

T4
T1

¼ 1 ) WD
1!4,max ¼ W1!4 ¼ 0 ) WD

1!4,max �W1!4 ¼ WD,extra
1!4,max ¼ 0. For,

denoting the ratio T4
T1

� �x=3
as r and setting dWD,extra

1!4,max =dr ¼ 0 yields

dWD,extra
1!4,max

dr
¼ 0 ) d

dr
r3 � 3r
� � ¼ 0

) 3r2 � 3 ¼ 0

) r2 ¼ 1

) r ¼ 1:

(29)

Thus WD,extra
1!4,max is minimized at 0 if r ¼ T4

T1

� �x=3
¼ 1 ) T4

T1
¼ 1. For all

T4
T1

< 1, WD,extra
1!4,max >0. Moreover, applying Eqs. (5), (26), and (28), note that

lim
T4=T1!0

WD
1!4,max ¼ 3Q1 ¼ 3 lim

T4=T1!0
W1!4

) lim
T4=T1!0

WD,extra
1!4,max ¼ 3Q1 � Q1 ¼ 2Q1 ¼ 2 lim

T4=T1!0
W1!4:

(30)

Comparing Eqs. (13)–(17) with Eqs. (26)–(30), note the larger values in
Eqs. (26), (28), and (30) than in Eqs. (13), (15), and (17), respectively, and the
easier fulfillment of the inequality in Eq. (27) than in Eq. (14) (concerning the latter
point: 8=27> 1=4 and 64=729> 1=16).

Generalizing Eqs. (20)–(30) for an n-reservoir system (n = any positive
integer ≥ 4), we obtain:

Tjþ1 ¼ TjTjþ2
� �1=2, (31)

where j is any positive integer in the range 1≤ j≤ n� 2 and

Tjþ2 ¼ Tjþ1Tjþ3
� �1=2, (32)

where j is any positive integer in the range 1≤ j≤ n� 3. The respective temper-
atures T1 and Tn of the extreme (hottest and coldest) reservoirs are assumed to be
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fixed. The temperatures T2 through Tn�1 of all intermediate reservoirs are all
assumed to be optimized in accordance with Eqs. (31) and (32). With that under-
stood, for brevity and to avoid using different subscripts for the extreme and
intermediate reservoirs, the subscript “opt” is omitted in Eqs. (31)–(35). Applying
Eqs. (31) and (32), we obtain:

Tjþ1

Tj
¼ TjTjþ2
� �1=2

Tj
¼ Tjþ2

Tj

� �1=2

(33)

and

Tjþ2

Tjþ1
¼ Tjþ2

TjTjþ2
� �1=2 ¼

Tjþ2

Tj

� �1=2

: (34)

Applying Eqs. (33) and (34), and recognizing that Eqs. (33) and (34) obtain
for all values of j such that j is any positive integer in the range 1≤ j≤ n� 2,
we obtain:

Tjþ2

Tjþ1
¼ Tjþ1

Tj

)Tjþ2

Tj
¼ Tjþ1

Tj

Tjþ2

Tjþ1
¼ Tjþ1

Tj

� �2

⇔
Tjþ1

Tj
¼ Tjþ2

Tj

� �1=2

⇔
Tn

T1
¼ Tjþ1

Tj

� �n�1

⇔
Tjþ1

Tj
¼ Tn

T1

� �1= n�1ð Þ
:

(35)

The first two lines of Eq. (35) obtain for all values of j such that j is any positive
integer in the range 1≤ j≤ n� 2, and the third line of Eq. (35) obtain for all values
of j such that j is any positive integer in the range 1≤ j≤ n� 1. The first two lines of
Eq. (35) pertain to any three adjacent heat reservoirs, and hence 2 appears in the
exponents of the second line thereof; the third line of Eq. (35) pertains to all n heat
reservoirs, and hence n� 1 appears in the exponents thereof. The second and third
lines of Eq. (35) mutually justify each other: the third line of Eq. (35) must obtain
because the second line thereof obtains for all values of j; and, conversely, given
that the third line of Eq. (35) obtains, the second line thereof must obtain for all
values of j.

If, as per Eq. (5), ϵi!j ¼ 1� Ti=Tj
� �x, where i and j are positive integers in the

respective ranges 1≤ i≤ n� 1 and i< j≤ n, and where x is a positive real number in
the range 0< x≤ 1, then, applying Eqs. (5) and (31)–(35), we now generalize
Eqs. (13)–(17) and (26)–(30), as well as the associated discussions, to apply for our
n-reservoir system. We obtain:

WD
1!n,max ¼ n� 1ð ÞQ1 1� Tn

T1

� �x= n�1ð Þ" #
, (36)

WD
1!n,max >Q1 if

Tn

T1

� �x= n�1ð Þ
<

n� 2
n� 1

⇔
Tn

T1
<

n� 2
n� 1

� � n�1ð Þ=x
, (37)

and
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≥0:

(28)

It is easily shown that WD,extra
1!4,max ≥0, with the equality obtaining if and only if

T4
T1

¼ 1 ) WD
1!4,max ¼ W1!4 ¼ 0 ) WD

1!4,max �W1!4 ¼ WD,extra
1!4,max ¼ 0. For,

denoting the ratio T4
T1

� �x=3
as r and setting dWD,extra

1!4,max =dr ¼ 0 yields

dWD,extra
1!4,max

dr
¼ 0 ) d

dr
r3 � 3r
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) 3r2 � 3 ¼ 0

) r2 ¼ 1

) r ¼ 1:

(29)

Thus WD,extra
1!4,max is minimized at 0 if r ¼ T4
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¼ 1 ) T4

T1
¼ 1. For all

T4
T1

< 1, WD,extra
1!4,max >0. Moreover, applying Eqs. (5), (26), and (28), note that

lim
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WD
1!4,max ¼ 3Q1 ¼ 3 lim
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) lim
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1!4,max ¼ 3Q1 � Q1 ¼ 2Q1 ¼ 2 lim

T4=T1!0
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(30)

Comparing Eqs. (13)–(17) with Eqs. (26)–(30), note the larger values in
Eqs. (26), (28), and (30) than in Eqs. (13), (15), and (17), respectively, and the
easier fulfillment of the inequality in Eq. (27) than in Eq. (14) (concerning the latter
point: 8=27> 1=4 and 64=729> 1=16).

Generalizing Eqs. (20)–(30) for an n-reservoir system (n = any positive
integer ≥ 4), we obtain:

Tjþ1 ¼ TjTjþ2
� �1=2, (31)

where j is any positive integer in the range 1≤ j≤ n� 2 and

Tjþ2 ¼ Tjþ1Tjþ3
� �1=2, (32)

where j is any positive integer in the range 1≤ j≤ n� 3. The respective temper-
atures T1 and Tn of the extreme (hottest and coldest) reservoirs are assumed to be
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fixed. The temperatures T2 through Tn�1 of all intermediate reservoirs are all
assumed to be optimized in accordance with Eqs. (31) and (32). With that under-
stood, for brevity and to avoid using different subscripts for the extreme and
intermediate reservoirs, the subscript “opt” is omitted in Eqs. (31)–(35). Applying
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(33)

and
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: (34)

Applying Eqs. (33) and (34), and recognizing that Eqs. (33) and (34) obtain
for all values of j such that j is any positive integer in the range 1≤ j≤ n� 2,
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¼ Tn
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:

(35)

The first two lines of Eq. (35) obtain for all values of j such that j is any positive
integer in the range 1≤ j≤ n� 2, and the third line of Eq. (35) obtain for all values
of j such that j is any positive integer in the range 1≤ j≤ n� 1. The first two lines of
Eq. (35) pertain to any three adjacent heat reservoirs, and hence 2 appears in the
exponents of the second line thereof; the third line of Eq. (35) pertains to all n heat
reservoirs, and hence n� 1 appears in the exponents thereof. The second and third
lines of Eq. (35) mutually justify each other: the third line of Eq. (35) must obtain
because the second line thereof obtains for all values of j; and, conversely, given
that the third line of Eq. (35) obtains, the second line thereof must obtain for all
values of j.

If, as per Eq. (5), ϵi!j ¼ 1� Ti=Tj
� �x, where i and j are positive integers in the

respective ranges 1≤ i≤ n� 1 and i< j≤ n, and where x is a positive real number in
the range 0< x≤ 1, then, applying Eqs. (5) and (31)–(35), we now generalize
Eqs. (13)–(17) and (26)–(30), as well as the associated discussions, to apply for our
n-reservoir system. We obtain:

WD
1!n,max ¼ n� 1ð ÞQ1 1� Tn

T1

� �x= n�1ð Þ" #
, (36)

WD
1!n,max >Q1 if

Tn

T1

� �x= n�1ð Þ
<

n� 2
n� 1

⇔
Tn

T1
<

n� 2
n� 1

� � n�1ð Þ=x
, (37)

and
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WD,extra
1!n,max ¼ WD

1!n,max �W1!n

¼ n� 1ð ÞQ1 1� Tn

T1

� �x= n�1ð Þ" #
�Q1 1� Tn

T1

� �x� �

¼ Q1 n� 1ð Þ 1� Tn

T1

� �x= n�1ð Þ" #
� 1� Tn

T1

� �x� �( )

¼ Q1 n� 1� n� 1ð Þ Tn

T1

� �x= n�1ð Þ
� 1þ Tn

T1

� �x
" #

¼ Q1 n� 2þ Tn

T1

� �x

� n� 1ð Þ Tn

T1

� �x= n�1ð Þ" #
≥0:

(38)

It is easily shown that WD,extra
1!n,max ≥0, with the equality obtaining if and only if

Tn
T1

¼ 1 ) WD
1!n,max ¼ W1!n ¼ 0 ) WD

1!n,max �W1!n ¼ WD,extra
1!n,max ¼ 0. For,

denoting the ratio Tn
T1

� �x= n�1ð Þ
as r and setting dWD,extra

1!n,max =dr ¼ 0 yields

dWD,extra
1!n,max

dr
¼ 0 ) d

dr
rn�1 � n� 1ð Þr� � ¼ 0

) n� 1ð Þrn�2 � n� 1ð Þ ¼ 0

) rn�2 ¼ 1

) r ¼ 1:

(39)

Thus WD,extra
1!n,max is minimized at 0 if r ¼ Tn

T1

� �x= n�1ð Þ
¼ 1 ) Tn

T1
¼ 1. For all

Tn
T1

< 1, WD,extra
1!n,max >0. Moreover, applying Eqs. (5), (36), and (38), note that

lim
Tn=T1!0,n fixed

WD
1!n,max ¼ n� 1ð ÞQ1 ¼ n� 1ð Þ  lim

Tn=T1!0,n fixed
W1!n

) lim
Tn=T1!0,n fixed

 WD,extra
1!n,max ¼ lim

Tn=T1!0,n fixed
  WD

1!n,max �W1!n
� �

¼ n� 1ð ÞQ1 �Q1 ¼ n� 2ð ÞQ1 ¼ n� 2ð Þ lim
Tn=T1!0,n fixed

W1!n:

(40)

Note that the values in Eqs. (36), (38), and (40) increase monotonically with
increasing n and that the fulfillment of the inequality in Eq. (37) becomes mono-
tonically easier with increasing n. Equation (40) is valid not only for Carnot effi-
ciency (x ¼ 1) but even for Curzon-Ahlborn efficiency (x ¼ 1=2), indeed for any x

finitely greater than 0 in the range 0< x≤ 1, because Tn
T1

� �x= n�1ð Þ
! 0⇔ 1�

Tn
T1

� �x= n�1ð Þ
! 1 in the limit Tn=T1 ! 0, albeit ever more slowly with decreasing x.

By contrast, even granting Carnot efficiency (x ¼ 1) [22]:

lim
n!∞, Tn=T1 fixed

WD
1!n,max ¼ Q1 ln

T1

Tn
¼ lim

Tn=T1!0,n fixed
W1!n

� �
ln

T1

Tn
: (41)
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Note the linear divergence of WD
1!n,max in the limit Tn=T1 ! 0 with n fixed as

per Eq. (40) even not assuming Carnot efficiency, as contrasted with the paltry
logarithmic divergence of WD

1!n,max in the limit n ! ∞ with Tn=T1 fixed even
granting Carnot efficiency as per the derivation [22] of Eq. (41).

But we note that the temperature of the cosmic background radiation is only
2:7 K, while the most refractory materials remain solid at temperatures slightly
exceeding 2700 K. This provides a temperature ratio of T1=Tn ≈ 103 ⇔Tn=T1 ≈ 10�3.
Could even larger values of T1=Tn be possible, at least in principle? Perhaps, maybe,
if frictional dissipation of work into heat might somehow be possible into a
gaseous hot reservoir at temperatures exceeding the melting point or even the
critical temperature (the maximum boiling point at any pressure) of even the
most refractory material. Yet even with the paltry logarithmic divergence of
WD

1!n,max in the limit n ! ∞ with T1=Tn fixed as per Eq. (41) and even with a
temperature ratio of T1=Tn ≈ 103 ⇔Tn=T1 ≈ 10�3, assuming Carnot efficiency by
Eq. (41) WD

1!n,max =Q1 ≈ ln 103 ≈ 7. Hence by Eq. (41) an advanced civilization
employing 7 concentric Dyson spheres [39, 40] can procure 7 times as much work
output (to the nearest whole number) as its host star’s total energy output. Actually
the limit n ! ∞ with T1=Tn fixed is not sufficiently closely approached to apply
Eq. (41): we should instead apply Eq. (36). Applying Eq. (36) and assuming Carnot
efficiency with T1=Tn ≈ 103 ⇔Tn=T1 ≈ 10�3, WD

1!n,max =Q1 ≈4. Hence by Eq. (36)
an advanced civilization employing 4 concentric Dyson spheres [39, 40] can pro-
cure 4 times as much work output (to the nearest whole number) as its host star’s
total energy output.

4. General remarks, especially concerning entropy

It is important to emphasize that the super-unity cyclic-heat-engine efficiencies
WD

1!n,max =Q1 that can obtain with work output totally frictionally dissipated
if n≥ 3ð Þ are consistent with both the First and Second Laws of Thermodynamics.
The two laws are not violated because, if the work output of a heat engine is
frictionally dissipated as heat into a cooler reservoir, both laws allow this
heat to be partially converted to work again if another, still cooler, reservoir is
available.

In this Section 4 we do not restrict heat-engine efficiencies to the form given by
Equation (5), nor necessarily assume efficiencies of the same form at each step j !
jþ 1 or j ! jþ k (1≤ k≤ n� j). The validity of this Section 4 requires only that the
efficiency with all work sequestered, or at any one given step j ! jþ 1 whether
work is sequestered or not, be within the Carnot limit, in accordance with the
Second Law.

The extra work that is made available via frictional dissipation into cooler reser-
voirs is paid for by an extra increase in entropy. Consider the work available via
heat-engine operation between reservoir j at temperature Tj and reservoir jþ 2 at
temperature Tjþ2 without versus with frictional dissipation into reservoir jþ 1 at
temperature Tjþ1 Tj >Tjþ1 >Tjþ2

� �
. Without frictional dissipation a heat engine

performs work

Wj!jþ1 ¼ Qjϵj!jþ1 (42)
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(38)

It is easily shown that WD,extra
1!n,max ≥0, with the equality obtaining if and only if

Tn
T1

¼ 1 ) WD
1!n,max ¼ W1!n ¼ 0 ) WD

1!n,max �W1!n ¼ WD,extra
1!n,max ¼ 0. For,

denoting the ratio Tn
T1

� �x= n�1ð Þ
as r and setting dWD,extra

1!n,max =dr ¼ 0 yields

dWD,extra
1!n,max

dr
¼ 0 ) d

dr
rn�1 � n� 1ð Þr� � ¼ 0

) n� 1ð Þrn�2 � n� 1ð Þ ¼ 0

) rn�2 ¼ 1

) r ¼ 1:

(39)

Thus WD,extra
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T1
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¼ 1 ) Tn
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(40)

Note that the values in Eqs. (36), (38), and (40) increase monotonically with
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tonically easier with increasing n. Equation (40) is valid not only for Carnot effi-
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: (41)
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Note the linear divergence of WD
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logarithmic divergence of WD

1!n,max in the limit n ! ∞ with Tn=T1 fixed even
granting Carnot efficiency as per the derivation [22] of Eq. (41).

But we note that the temperature of the cosmic background radiation is only
2:7 K, while the most refractory materials remain solid at temperatures slightly
exceeding 2700 K. This provides a temperature ratio of T1=Tn ≈ 103 ⇔Tn=T1 ≈ 10�3.
Could even larger values of T1=Tn be possible, at least in principle? Perhaps, maybe,
if frictional dissipation of work into heat might somehow be possible into a
gaseous hot reservoir at temperatures exceeding the melting point or even the
critical temperature (the maximum boiling point at any pressure) of even the
most refractory material. Yet even with the paltry logarithmic divergence of
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Eq. (41) WD
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Eq. (41): we should instead apply Eq. (36). Applying Eq. (36) and assuming Carnot
efficiency with T1=Tn ≈ 103 ⇔Tn=T1 ≈ 10�3, WD

1!n,max =Q1 ≈4. Hence by Eq. (36)
an advanced civilization employing 4 concentric Dyson spheres [39, 40] can pro-
cure 4 times as much work output (to the nearest whole number) as its host star’s
total energy output.

4. General remarks, especially concerning entropy

It is important to emphasize that the super-unity cyclic-heat-engine efficiencies
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1!n,max =Q1 that can obtain with work output totally frictionally dissipated
if n≥ 3ð Þ are consistent with both the First and Second Laws of Thermodynamics.
The two laws are not violated because, if the work output of a heat engine is
frictionally dissipated as heat into a cooler reservoir, both laws allow this
heat to be partially converted to work again if another, still cooler, reservoir is
available.

In this Section 4 we do not restrict heat-engine efficiencies to the form given by
Equation (5), nor necessarily assume efficiencies of the same form at each step j !
jþ 1 or j ! jþ k (1≤ k≤ n� j). The validity of this Section 4 requires only that the
efficiency with all work sequestered, or at any one given step j ! jþ 1 whether
work is sequestered or not, be within the Carnot limit, in accordance with the
Second Law.

The extra work that is made available via frictional dissipation into cooler reser-
voirs is paid for by an extra increase in entropy. Consider the work available via
heat-engine operation between reservoir j at temperature Tj and reservoir jþ 2 at
temperature Tjþ2 without versus with frictional dissipation into reservoir jþ 1 at
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by employing the reservoir at temperature Tj as a hot reservoir and the reservoir
at temperature Tjþ1 as a cold reservoir. It rejects waste heat Qj �Wj!jþ1 ¼
Qj 1� ϵj!jþ1
� �

to the reservoir at temperature Tjþ1. If a third reservoir at tempera-
ture Tjþ2 andWj!jþ1 is sequestered, that is, not frictionally dissipated, a heat engine
can then perform additional work:

Wjþ1!jþ2 ¼ Qj 1� ϵj!jþ1
� �

ϵjþ1!jþ2 (43)

by employing the reservoir at temperature Tjþ1 as a hot reservoir and the reser-
voir at temperature Tjþ2 as a cold reservoir. All told it can do work:

Wj!jþ2 ¼ Wj!jþ1 þWjþ1!jþ2 ¼ Qjϵj!jþ1 þ Qj 1� ϵj!jþ1
� �

ϵjþ1!jþ2

¼ Qj ϵj!jþ1 þ ϵjþ1!jþ2 � ϵj!jþ1ϵjþ1!jþ2
� �

:
(44)

With total frictional dissipation of Wj!jþ1 into reservoir jþ 1 at temperature
Tjþ1, we still have

WD
j!jþ1 ¼ Wj!jþ1 ¼ Q1ϵj!jþ1: (45)

But now we let the work output WD
j!j¼1 ¼ Q1ϵjþ1!jþ2 be totally frictionally dissi-

pated into the reservoir at temperature Tjþ1 (indicated via a superscriptD). If there is
a third reservoir at temperature Tjþ2, a heat engine can then perform additional work:

WD
jþ1!jþ2 ¼ Q1ϵjþ1!jþ2: (46)

All told it can do work:

WD
j!jþ2 ¼ WD

j!jþ1 þWD
jþ1!jþ2 ¼ Qjϵj!jþ1 þ Qjϵjþ1!jþ2

¼ Qj ϵj!jþ1 þ ϵjþ1!jþ2
� �

:
(47)

The extra work

WD
extra ¼ WD

jþ1!jþ2

¼ Qjϵj!jþ1ϵjþ1!jþ2

¼ Wj!jþ1ϵjþ1!jþ2

¼ WD
j!jþ1ϵjþ1!jþ2

(48)

is paid for by the extra increase in entropy owing to frictional dissipation into
extra heat QD

extra of the work output as per Eqs. (42) and (45)

QD
extra ¼ Wj!jþ1 ¼ WD

j!jþ1 ¼ Qjϵj!jþ1 (49)

into reservoir jþ 1 at temperature Tjþ1. This extra increase in entropy is

ΔSDextra ¼
QD

extra

Tjþ1
¼ Q jϵj!jþ1

Tjþ1
¼ Wj!jþ1

Tjþ1
¼ WD

j!jþ1

Tjþ1
¼ WD

extra

ϵjþ1!jþ2Tjþ1
: (50)
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[In the last four steps of Eq. (50), we applied Eqs. (42), (45), (48), and (49).] Thus

WD
extra ¼ Tjþ1ΔSDextraϵjþ1!jþ2: (51)

In no case do we assume an efficiency with all work sequestered, or at any one
given step j! j þ 1 whether work is sequestered or not, exceeding the Carnot
efficiency, and hence we are within the restrictions of the Second Law. (The First
Law, of course, puts no restrictions whatsoever on the recycling of energy, except
that it is conserved—and we never violate conservation of energy.)

We note that, while frictional dissipation of work into intermediate reservoirs
can yield extra work WD

extra in heat-engine operation (albeit at the expense of
ΔSDextra), it seems to be of no help in reverse, that is, refrigerator or heat pump,
operation. For, in refrigerator or heat pump operation, with an intermediate reser-
voir jþ 1 at temperature Tjþ1, Qjþ2 þWjþ2!jþ1 ¼ Qjþ1, Qjþ1 þWjþ1!j ¼ Qj,
hence Qjþ2 þWjþ2!jþ1 þWjþ1!j ¼ Qjþ2 þWjþ2!j ¼ Qj. Without an intermediate
reservoir jþ 1 at temperature Tjþ1, Qjþ2 þWjþ2!j ¼ Qj. The bottom line Qjþ2 þ
Wjþ2!j ¼ Qj is identical with or without an intermediate reservoir jþ 1 at temper-
ature Tjþ1. With or without the intermediate reservoir jþ 1 at temperature Tjþ1, all
of the energy must end up as Qj; thus, there is none left over to be frictionally
dissipated. Hence the presence or absence of this intermediate reservoir makes no
difference with respect to reverse, that is, refrigerator or heat pump, operation:
See Ref. [1], Section 20-3; Ref. [2], Section 5.12 and Problem 5.22; Ref. [3], Sections
4.3, 4.4, and 4.7 (especially Section 4.7); Ref. [4], Sections 4-4, 4-5, and 4-6
(especially Section 4-6); Ref. [5], Sections 5-7-2, 6-2-2, 6-9-2, and 6-9-3, and Chap-
ter 17; Ref. [6], Chapter XXI; Ref. [7], Sections 6.7, 6.8, 7.3, and 7.4); and Ref. [9],
pp. 233–236 and Problems 1, 2, 4, 6, and 7 of Chapter 8. [Problem 2 of Chapter 8 in
Ref. [9] considers absorption refrigeration, wherein the entire energy output is into
an intermediate-temperature (most typically ambient-temperature) reservoir, and
hence for which also there is no energy left over to be frictionally dissipated.]

5. Conclusion

We investigated the increased heat-engine efficiencies obtained via operation
employing increasing numbers (≥ 3) of heat reservoirs and with work output totally
frictionally dissipated into all reservoirs except the first, hottest, one at temperature
T1 and (possibly) also the last, coldest, one at temperature Tn. We emphasize again
that our results are consistent with both the First and Second Laws of Thermody-
namics. The two laws are not violated because, if the work output of a heat engine is
frictionally dissipated as heat into a cooler reservoir, both laws allow this heat to be
partially converted to work again if another, still cooler, reservoir is available.

We do, however, challenge an overstatement of the Second Law that is sometimes
made, namely, that energy can do work only once. Energy can indeed do work more
than once, because the Second Law does not forbid recycling of energy, so long as total
entropy does not decrease as a result. This criterion of non-decrease of total entropy is
obeyed, as per Section 4. In no case do we assume an efficiency with all work seques-
tered, or at any one given step j! jþ 1 whether work is sequestered or not, exceeding
theCarnot efficiency, and hencewe arewithin the restrictions of the SecondLaw. (The
First Law, of course, puts no restrictions whatsoever on the recycling of energy, except
that it is conserved—and we never violate conservation of energy).

While in this chapter we do not challenge the First or Second Laws of Thermo-
dynamics, we should note that there have been many challenges to the Second Law,
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by employing the reservoir at temperature Tj as a hot reservoir and the reservoir
at temperature Tjþ1 as a cold reservoir. It rejects waste heat Qj �Wj!jþ1 ¼
Qj 1� ϵj!jþ1
� �

to the reservoir at temperature Tjþ1. If a third reservoir at tempera-
ture Tjþ2 andWj!jþ1 is sequestered, that is, not frictionally dissipated, a heat engine
can then perform additional work:

Wjþ1!jþ2 ¼ Qj 1� ϵj!jþ1
� �

ϵjþ1!jþ2 (43)

by employing the reservoir at temperature Tjþ1 as a hot reservoir and the reser-
voir at temperature Tjþ2 as a cold reservoir. All told it can do work:

Wj!jþ2 ¼ Wj!jþ1 þWjþ1!jþ2 ¼ Qjϵj!jþ1 þ Qj 1� ϵj!jþ1
� �

ϵjþ1!jþ2

¼ Qj ϵj!jþ1 þ ϵjþ1!jþ2 � ϵj!jþ1ϵjþ1!jþ2
� �

:
(44)

With total frictional dissipation of Wj!jþ1 into reservoir jþ 1 at temperature
Tjþ1, we still have

WD
j!jþ1 ¼ Wj!jþ1 ¼ Q1ϵj!jþ1: (45)

But now we let the work output WD
j!j¼1 ¼ Q1ϵjþ1!jþ2 be totally frictionally dissi-

pated into the reservoir at temperature Tjþ1 (indicated via a superscriptD). If there is
a third reservoir at temperature Tjþ2, a heat engine can then perform additional work:

WD
jþ1!jþ2 ¼ Q1ϵjþ1!jþ2: (46)

All told it can do work:

WD
j!jþ2 ¼ WD

j!jþ1 þWD
jþ1!jþ2 ¼ Qjϵj!jþ1 þ Qjϵjþ1!jþ2

¼ Qj ϵj!jþ1 þ ϵjþ1!jþ2
� �

:
(47)

The extra work

WD
extra ¼ WD

jþ1!jþ2

¼ Qjϵj!jþ1ϵjþ1!jþ2

¼ Wj!jþ1ϵjþ1!jþ2

¼ WD
j!jþ1ϵjþ1!jþ2

(48)

is paid for by the extra increase in entropy owing to frictional dissipation into
extra heat QD

extra of the work output as per Eqs. (42) and (45)

QD
extra ¼ Wj!jþ1 ¼ WD

j!jþ1 ¼ Qjϵj!jþ1 (49)

into reservoir jþ 1 at temperature Tjþ1. This extra increase in entropy is

ΔSDextra ¼
QD

extra

Tjþ1
¼ Q jϵj!jþ1

Tjþ1
¼ Wj!jþ1

Tjþ1
¼ WD

j!jþ1

Tjþ1
¼ WD

extra

ϵjþ1!jþ2Tjþ1
: (50)
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[In the last four steps of Eq. (50), we applied Eqs. (42), (45), (48), and (49).] Thus

WD
extra ¼ Tjþ1ΔSDextraϵjþ1!jþ2: (51)

In no case do we assume an efficiency with all work sequestered, or at any one
given step j! j þ 1 whether work is sequestered or not, exceeding the Carnot
efficiency, and hence we are within the restrictions of the Second Law. (The First
Law, of course, puts no restrictions whatsoever on the recycling of energy, except
that it is conserved—and we never violate conservation of energy.)

We note that, while frictional dissipation of work into intermediate reservoirs
can yield extra work WD

extra in heat-engine operation (albeit at the expense of
ΔSDextra), it seems to be of no help in reverse, that is, refrigerator or heat pump,
operation. For, in refrigerator or heat pump operation, with an intermediate reser-
voir jþ 1 at temperature Tjþ1, Qjþ2 þWjþ2!jþ1 ¼ Qjþ1, Qjþ1 þWjþ1!j ¼ Qj,
hence Qjþ2 þWjþ2!jþ1 þWjþ1!j ¼ Qjþ2 þWjþ2!j ¼ Qj. Without an intermediate
reservoir jþ 1 at temperature Tjþ1, Qjþ2 þWjþ2!j ¼ Qj. The bottom line Qjþ2 þ
Wjþ2!j ¼ Qj is identical with or without an intermediate reservoir jþ 1 at temper-
ature Tjþ1. With or without the intermediate reservoir jþ 1 at temperature Tjþ1, all
of the energy must end up as Qj; thus, there is none left over to be frictionally
dissipated. Hence the presence or absence of this intermediate reservoir makes no
difference with respect to reverse, that is, refrigerator or heat pump, operation:
See Ref. [1], Section 20-3; Ref. [2], Section 5.12 and Problem 5.22; Ref. [3], Sections
4.3, 4.4, and 4.7 (especially Section 4.7); Ref. [4], Sections 4-4, 4-5, and 4-6
(especially Section 4-6); Ref. [5], Sections 5-7-2, 6-2-2, 6-9-2, and 6-9-3, and Chap-
ter 17; Ref. [6], Chapter XXI; Ref. [7], Sections 6.7, 6.8, 7.3, and 7.4); and Ref. [9],
pp. 233–236 and Problems 1, 2, 4, 6, and 7 of Chapter 8. [Problem 2 of Chapter 8 in
Ref. [9] considers absorption refrigeration, wherein the entire energy output is into
an intermediate-temperature (most typically ambient-temperature) reservoir, and
hence for which also there is no energy left over to be frictionally dissipated.]

5. Conclusion

We investigated the increased heat-engine efficiencies obtained via operation
employing increasing numbers (≥ 3) of heat reservoirs and with work output totally
frictionally dissipated into all reservoirs except the first, hottest, one at temperature
T1 and (possibly) also the last, coldest, one at temperature Tn. We emphasize again
that our results are consistent with both the First and Second Laws of Thermody-
namics. The two laws are not violated because, if the work output of a heat engine is
frictionally dissipated as heat into a cooler reservoir, both laws allow this heat to be
partially converted to work again if another, still cooler, reservoir is available.

We do, however, challenge an overstatement of the Second Law that is sometimes
made, namely, that energy can do work only once. Energy can indeed do work more
than once, because the Second Law does not forbid recycling of energy, so long as total
entropy does not decrease as a result. This criterion of non-decrease of total entropy is
obeyed, as per Section 4. In no case do we assume an efficiency with all work seques-
tered, or at any one given step j! jþ 1 whether work is sequestered or not, exceeding
theCarnot efficiency, and hencewe arewithin the restrictions of the SecondLaw. (The
First Law, of course, puts no restrictions whatsoever on the recycling of energy, except
that it is conserved—and we never violate conservation of energy).

While in this chapter we do not challenge the First or Second Laws of Thermo-
dynamics, we should note that there have been many challenges to the Second Law,
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especially in recent years [41–46]. By contrast, the First Law has been questioned
only in cosmological contexts [47–49] and with respect to fleeting violations thereof
associated with the energy-time uncertainty principle [50, 51]. But there are
contrasting viewpoints [50, 51] concerning the latter issue.
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Chapter 8

Energy Storage in PCM Wall Used
in Buildings’ Application:
Opportunity and Perspective
Majdi Hazami, Farah Mehdaoui, Hichem Taghouti,
Marco Noro, Renato Lazzarin and AmenAllah Guizani

Abstract

This chapter deals with the investigation of the effect of a PCM wall on building
indoor thermal comfort. To achieve this objective, an experimental framework was
installed in the laboratory of thermal processes in Borj Cedria, Tunisia, which is
essentially composed of a test cell having the dimension (0.5, 0.5, 0.5 m3) conceived
with a new structure of wallboards. One of the sides of the test cell is a cavity filled
with PCM-27, which represents the PCM wall. A numerical investigation by using
specific FORTRAN program was also achieved to solve the energy and the exergy
mathematic relations to evaluate the PCM wall performances. TRNSYS simulation
program was also achieved to simulate the behavior of the integration of the PCM
wall in a typical modern house according to Tunisian scenario. It is found that
during the hottest period of the day, the temperature of the tested room with PCM
wall achieves 25°C, while that without PCM wall exceeds 27°C. During the night,
the temperature of the tested room, with PCM wall, decreases in the value of 20°C.
It was also found that during the night, the kid’s room with PCM wall is reduced
by 8°C.

Keywords: PCM wall, building, thermal storage, FORTRAN, TRNSYS

1. Overview

Nowadays, the building sector has become the main consumer of energy in the
developed countries. Taking the EU as an example, the building sector accounts for
around 40% of the total CO2 emissions. In Tunisia, the building sector consumes
about 30% of the total final energy and is consumed by domestic water heating
systems and air conditioning equipments (Figure 1) [1]. In order to reduce the
energy consumption in buildings and to improve the thermal comfort of occupants,
many researchers are focusing on storing of the thermal energy excess as latent heat
by using specific phase change material (PCM). PCM may be integrated into the
construction material in three ways: by direct incorporation, impregnation or
encapsulation. It has been shown that the incorporation of the microencapsulated
PCM into the building material is a particularly attractive technology. Recently,
many experimental investigations have been conducted about the incorporation of
the microencapsulated PCMs into different building elements, such as into plaster,
cement, concrete walls or concrete floors. These investigations were aimed to assess
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the potential of PCM integration in walls and/or building envelopes to increase their
thermal inertia to improve their energy performance [2–7]. In this context, Soares
et al. [8] proposed the study of the incorporation of PCM drywalls in lightweight
steel-framed building envelop. The authors evaluated the impact of PCM drywalls
in the annual and monthly heating and cooling thermal performances and energy
savings. It was seen that the energy savings due to PCM drywall incorporation range
from 46 to 62%. Navarro et al. [9] studied the incorporation of the PCM inside the
concrete core slab for cooling purposes. In this context, a prefabricated concrete
slab incorporating PCM was used as internal separation inside the building. The
results show that the energy savings in building were registered between 30 and
55%. Solgi et al. [2] presented that PCMs have a great influence on enhancing the
performance of night purge ventilation and cooling load reduction of buildings in
hot-arid climate. It was found that paraffin with 27°C melting point permits the
reduction of about 47% in cooling energy. A performance of a collector storage wall
system using PCMs was investigated by Zhou et al. [10]. PCM slabs were integrated
in the gap-side wall surface to enhance the heat storage. The test was carried out for
a whole day with charging period of 6.5 h and discharging period of 17.5 h. They
investigated the variations of surface temperature as well as the indoor tempera-
tures. It was found that the indoor temperature was about 22°C during the whole
discharging period under given conditions. Barzin et al. [11] presented an experi-
mental study dealing with the building’s space cooling by using PCM energy storage
in combination with night ventilation. Hence, two experimental tests were
achieved: one with PCM-impregnated gypsum boards and the other with normal
gypsum board. The result of the experimental investigation shows that substantial
electricity saving is about to 73%. Sajjadian et al. [12] presented the study of the
potential of using PCMs to reduce domestic cooling energy loads for current and
future UK climates. The study used simulations of a high performance detached
house model with a near Passivhaus Standard in London, where the impact of
climate change effect is predicted to be significant. It was shown that appropriate
levels of PCM, with a suitable incorporation mechanism into the building construc-
tion, have significant advantages for residential buildings in terms of reducing total
discomfort hours. In this context, Royon et al. [13] studied the optimization of PCM
implanted in a floor panel envelope of buildings. The study is mainly based on
numerical investigation. The numerical results were confronted to experimental
ones with the same boundary conditions in order to validate the model. Łukasz et al.
[14] presented a parametric study of the thermal performance characteristics of
thermal energy storage unit based on PCM integrated in building structure. In order

Figure 1.
The rates of energy expenditure in Tunisia (Mehdaoui et al. [1]).
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to perform the analysis of the storage unit, a simulation program was developed.
Using the program, many computer simulations were performed. In their work,
Łukasz et al. presented important conclusions regarding the selection of PCM, and
mainly its melting temperature range was formulated. Xiaoming et al. [15] studied
the potential of exploiting ventilation systems with thermal energy storage (TES)
and by using phase change materials (PCMs) for space cooling in air conditioned
buildings during the summer. A dynamic computational model was achieved in
order to simulate the indoor thermal environment and energy consumption of the
room. The results showed that the electricity energy saving ratio (ESR) by using the
TES system over the base case ranges between 16.9 and 50.8%, while considering
the conventional NV system, the ESR ranges between 9.2 and 33.6%. Stropnik et al.
[16] presented a study a system assuring self-sufficient heating and cooling of
building from solar energy and interconnection between PV, electrical storage, heat
pump, thermal energy storage and building energy management system. They
showed that with such a smart energy system the almost zero-energy buildings can
be reached in residential sector. The results show that thermal energy storage unit
with integrated PCM modules supplies desired quantity of water temperature for
longer period of time. Pushpendra et al. [17] presented a detailed review of various
approaches to integrate the PCM in the building envelope. They showed that this
method not only improves the indoor thermal behavior of the buildings but also
reduces the cooling load without or little compromise with the mechanical strength
of the building structure. They studied also the effect of the PCM integration on
indoor thermal behavior and reduction in cooling load. They presented also an
investigation of various materials used for making containers for encapsulation and
it was also investigated. From the studied technologies, a great attention was given
to investigate the effects of design parameters on thermal performances of PCM
radiant floor heating system integrated in buildings. In this context, Li [18] pro-
posed a numerical investigation aiming at the evaluation of the thermal perfor-
mance of different kinds of roofs with and without PCM installed in Northeast
China. They showed that the effect of transition temperature and latent heat of
PCM on the thermal performance of roofs is relatively weak, compared with the
roof slope, PCM layer thickness and absorption coefficients of external roof surface.
In 2015, Joulin et al. [19] proposed an experimental and a numerical investigation of
a PCM-27 conditioned in a rectangular container located between two heat
exchangers. It was found that the PCM needs about 1.48 h to melt during the
charging process. The evaluation of the effect of the integration of PCM inside a
building was also studied with experimental and simulation methods by Huang
et al. [20]. They showed that the PCM floor is able to supply about 37.7 MJ heat for
16 h in a building. In the same context, Prieto et al. [21] concluded that the integra-
tion of solar collectors holding PCM as storage material provided about 18–23% of
total daily thermal energy needs of the building. Krese et al. [22] present also an
experimental study of a small-scale wall composite containing PCM-27. The result
of the investigation indicates that the heat recovery throughout the night is about
25 W/m2.

2. Experimental methodology and framework

The aim of the research presented in this chapter is to evaluate the effectiveness
of a PCM wall used as a storage medium in reducing the building’s air temperature
and in improving the occupant’s thermal comfort in a Tunisian real house. A spe-
cific experimental framework was presented to characterize the PCM wall behavior
during the storage and the discharging process (Figure 2). In this experimental
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investigation, a PCM wall was installed in a test cell (Figure 3). A framework was
installed to follow the indoor air temperatures of the various rooms of the house
(with and without PCM). Thirteen T-type copper-constantan thermocouples firstly
calibrated with a measurement inaccuracy of �0.2°C were incorporated to PCM
wall at the front surface, inside PCM, the back surface and inside the test cell as
shown in Figure 4. Between the exchanging plates, T-type thermocouples are
inserted in both sides of the Plexiglas container to measure the temperature fields
on each side of the PCM wall. T-type thermocouples were previously calibrated by
using the comparative method. Figure 4 shows the positions of all thermocouples
inside the test cell.

The measurement test was continued for 14 consecutive days during February
and March 2016 (from 25/02/2016 to 13/03/2016) to evaluate PCM wall perfor-
mance. The temperature was measured at front surfaces of PCM wall, at back
surfaces of PCM wall, inside the PCM and inside the test cell. The method adopted
in the investigation consisted of imposing heating flux (lamp of 120 W) on the
exposed PCM wall of the test cell. The simultaneous measurements of the temper-
ature evolution and the heat flux exchanged during charging and the discharging
process were accomplished to evaluate the PCM wall thermal performances. A
primary experimental test was conducted in the laboratory to determine the char-
acteristics of the phase change material (PCM) during the melting phase. PCM is
initially in the solid state at the ambient temperature of the room, 22°C. Then, the
right side of the PCM wall was heated by using a special lamp of 120 W held at a
distance of 10 cm to ensure the uniformity of heat over the PCM wall surface. By

Figure 2.
PCM wall filled with Paraffin-27.

Figure 3.
The test cell.
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using the data acquisition system, the temperature change at the interior of PCM
wall during the charging process is followed. In the second test, the lamp was
extinguished and then the PCM temperature fields were followed to evaluate the
heat exchanged through the PCM wall during the discharge process.

3. PCM wall numerical characterization

A numerical investigation by using specific FORTRAN program was achieved to
solve the energy and the exergy mathematic relations to evaluate the PCM wall
performances by determining the melting phase proprieties (velocity, isotherm,
melting front evolution, etc.).

The proposed numeric investigations describe the heat transfer phenomena
inside the PCM wall and evaluate its thermal behavior and effects on test cell
ambiance. It allows also the appraisal of the energy and exergy stored during the
charging process and to evaluate the thermal characteristics. The considered
assumptions are the flow is two-dimensional and laminar, the expansion of the
PCM is negligible and the phase change is isothermal. The PCM wall is subjected to
an imposed temperature superior to the melting temperature of PCM-27 (Figure 5).

The other walls are maintained adiabatic (Figure 5). Considering the mentioned
assumptions:

• The continuity equation is given by [1, 23]:

∂u
∂x

þ ∂v
∂y

¼ 0 (1)

• The quantity of movement relations are given by [1, 23]:
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In the Boussinesq approximation, the source terms Bu and Bv that appear in the
momentum Eqs. (2) and (3) are used to account for this buoyancy force when the
PCM is solid. The technique used to cancel the velocity introduces a Darcy term [1].
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The position of the 13 thermocouples inside the test cell.
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Figure 2.
PCM wall filled with Paraffin-27.

Figure 3.
The test cell.
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using the data acquisition system, the temperature change at the interior of PCM
wall during the charging process is followed. In the second test, the lamp was
extinguished and then the PCM temperature fields were followed to evaluate the
heat exchanged through the PCM wall during the discharge process.

3. PCM wall numerical characterization
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melting front evolution, etc.).
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an imposed temperature superior to the melting temperature of PCM-27 (Figure 5).
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B ¼ �C
1�H2� �

H3 þ b
� � (4)

The constant C is chosen so that it is high enough to cancel the velocities in the
solid region and a low number b is introduced to avoid a division by zero in the case
of a zero liquid fraction: where b = 0.001 is a small computational constant used to
avoid division by zero, and C is a constant reflecting the morphology of the melting
front. A value of C = 105 has been used in the literature [1]. The liquid fraction (H)
is given by [1, 24].

H ¼
0 if T <Tmelting

�0, 1½ if T ¼ Tmelting

1 if T >Tmelting

8><
>:

(5)

The energy equation is written as [25, 26].
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∂y2
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þ Cpeq u

∂T
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þ v
∂T
∂y

� �
(6)

Cpeq and λeq that appear in Eq. (8), respectively, represent the equivalent vol-
ume capacity (J/K) and the equivalent thermal conductivity (W/m K) of the two
solid and liquid phases of PCM, such as:

Cpeq ¼
X

θiρi Cpð Þi (7)

λeq ¼
X

θi λi (8)

The term θi that appears in Eqs. (9) and (10) is a quantity related to the H value,
which provides information on the state-owned PCM whether liquid or solid. The
thermal and dynamic initial conditions are, respectively, u = v = 0 (once t = 0) and
T = T0 = 288.15 K.

Figure 5.
Boundary conditions through the PCM wall.
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• In order to account for the phase change process happening when the
PCM is melting, the energy balance was applied at the interface as follows
[27, 28]:

ks∇
!
Ts � kl∇

!
Tl ¼ ρL

dX
dt

(9)

• Since the phase change of pure substances occur at a single temperature, the
temperatures of liquid and solid at the interface is given by [1]:

Tl ¼ Ts ¼ Ti (10)

where the subscripts s and l stand for the solid and liquid phase, L is the latent
heat (enthalpy) of fusion, and X is the position of the melting interface.

• The Plexiglas cavity was partially filled with PCM-27 heated by a lamp placed
at 0.1 m. The lamp imposes the uniformity of heat and temperature,TH, on the
directly exposed PCM wall surface. The condition of adhesion was used to
express the velocity fields. The thermal and the dynamic bounder conditions in
the PCM vertical enclosure are given by the following expressions:

• The left vertical side of area (x = L, y, t) is maintained to a temperature TH

upper to the PCM melting temperature:

u x ¼ L, y, tð Þ ¼ v x ¼ L, y, tð Þ ¼ 0 (11)

T x ¼ L, y, tð Þ ¼ TH (12)

• The right vertical side of the PCM wall (x = 0, y, t) of the area is maintained
adiabatic:

u x ¼ 0, y, tð Þ ¼ v ¼ x ¼ 0, y, tð Þ ¼ 0 and ∂t=∂x ¼ 0 (13)

• The horizontal walls of the domain are maintained adiabatic (x, y = 0, t) and
(x, y = H, t):

u x, y ¼ 0, tð Þ ¼ v x, y ¼ 0, tð Þ ¼ 0,
∂T x, y ¼ 0, tð Þ

∂y
¼ 0 (14)

u x, y ¼ H, tð Þ ¼ v x, y ¼ H, tð Þ ¼ 0,
∂T x, y ¼ H, tð Þ

∂y
¼ 0 (15)

3.1 Energy and exergy analysis

• The energy stored, ES, in the PCM wall is given by [25]:

ES ¼ MPCM�27:CPCM�27: TPCM,F � TPCM,1ð Þ þMPCM�27:L (16)

where MPCM-27 (kg) represents the PCM-27 mass, CPCM-27 (kJ/kg°C) represents
the specific heat of PCM-27,TPCM, I (°C) is the initial temperature of PCM,
TPCM-27, F (°C) is the final temperature of PCM, L (kJ/kg) is the latent heat of
fusion, APCM wall (m

2) is the aperture area of the PCM wall,Tcell (°C) is the test
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• In order to account for the phase change process happening when the
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cell temperature, and hPCM-27 (W/m2°C) is the heat transfer coefficient of
PCM-27.
Energy input during charging is given by:

Eic ¼ I:APCMwall (17)

where I (W/m2) is the irradiance intensity of the lamp and APCM wall (m
2) is the

PCM wall area.

• The energy efficiency of the PCM wall during the charging and the discharging
processes are given by:

ηc ¼
E0

Eic
and ηd ¼

ES

E0
(18)

where E0 is the energy transferred to the PCM wall.

• The overall exergy transferred to the PCM wall is given by [29, 30]:

EX0 ¼ MPCM�27:CPCM�27: T f � Ti
� �þMPCM�27:L: 1� Ta

Ts

� �

�MPCM�27:Ta:Cp: ln
T f

Ti

� �
(19)

where Ta(K) is the ambient temperature and Ts(K) is the temperature of sun.

• Exergy input during the thermal storage is given by [30]:

EXic ¼ I:APCMwall: 1� Ta

Ts

� �
(20)

• Exergy efficiency of the PCM wall during the thermal storage and the thermal
discharging are respectively given by:

Ψc ¼ EX0

EXic
and Ψd ¼ ESX

EX0
(21)

4. Numerical results

4.1 Validation of the numerical model

This section is devoted to the obtained experimental results and their compari-
son with experimental data. The validation of the numerical model used in this
study was performed by following the temperature changes inside the PCM wall
and the melting front states during the charging process. The numerical results were
compared with the experimental temperature data recorded in the laboratory dur-
ing the same period between February 25 and March 13, 2016. Figure 6 shows the
temperature evolution in the vertical plane x = L/2 vs. local time for the low position
(a) (y = 1 cm) and the high position (b) (y = 7.5 cm) of the PCM wall. Figure 6a
shows that the numerical results are quite similar to the experimental measurement.
Indeed, the difference between the simulated and the measured values of the
temperature at the bottom of PCM is about 0–4°C. It is also seen that in a higher
position of PCM wall (Figure 6b) the experimental and numerical results of
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temperature obtained show an acceptable agreement, of about 0–5°C. It is con-
cluded that the numerical model permits the simulation of the PCM wall thermal
behavior with an acceptable accuracy.

4.2 Exploitation of the numerical model

Figure 7 shows the variation of the energy and the exergy stored in the PCM
wall during storage process. It is found that the recovered energy incessantly
increases vs. charging time. It ranges between 95 and 780 W. This variation takes
roughly 130 min and then the energy stored reaches a maximum, which value is due
to the fact that the test cell temperature also fluctuates that is in the range of 22–24°C
(Figure 7). On the other hand, it is found that the exergy stored grows with the
charging time. However, it is seen that the exergy is lesser than the stored energy. It
varies between 50 and 460 W.

Figure 8 shows the variation of the energy and exergy efficiencies of PCM wall
during the charging process. It is seen that the PCM wall performance increases
gradually from 10 to 95%. Figure 9 shows the variation of the energy and exergy
efficiencies of PCM wall during the discharging process. It is seen that the PCMwall
performance decreases regularly from 100 to 10%. It is found that the energy and
exergy efficiencies are more important than the charging process. It is also seen that

Figure 6.
The simulated and the experimental temperature profile inside the PCM wall for two different times: (a) 4000
and (b) 6000 s.
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the exergy efficiency is always found to be lower than the energy efficiency, which
is due to the consideration of the losses/irreversibility during exergy analysis, which
ultimately gives the information about the quality of energy or available energy. On
the other hand, the energy efficiency is all about the quantity of energy rather than
quality as it does not consider the losses/irreversibility in the analysis. Both the
efficiencies are found to be decreasing with increasing loads. This is due to the fact
that backup time is inversely proportional to the increase of the heating load.

In Figure 10, the evolution of the melting front inside the vertical enclosure for
two different instances (4000 and 6000 s) is represented. At the beginning of the
heating process, the PCM-27 inside the vertical enclosure was in solid phase. Then,
we detected the presence of two distinct phases: a liquid phase and a solid phase
separated by melting front. It was seen that the ending of the melting process was
observed after 6000 s. It is also seen that the liquid in the vicinity of the directly

Figure 7.
Thermal energy and exergy changes during the charging process.

Figure 8.
Thermal energy and exergy efficiency changes during the storage stage.
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heated side of the PCM wall acquires heat, causing the temperature increases of the
PCM-27. Consequently, a decrease of PCM-27 density was noted, which ascends
along the heated PCMwall. At the top of the test cell, the velocity of the fluid is very
important, so the liquid descends along the solid-liquid interface. During its
descent, it loses its heat to the cold interface. At the bottom of the interface, the
fluid is cold, and the temperature of the melting rate gradients is low. A blocking of
the thermal transfers leading to the slowdown of the interface movement occurs in
the latter region. In the liquid phase, PCM-27, which is at the top of the field, has a
slightly higher temperature than the bottom of the cavity temperature. It is noted
that the interface movement forms a contour from the bottom of the cavity, along
the heated side to descend on the other side of the PCM wall. It is seen that as
convection increases, the melting rate increases in the upper part of the PCM wall.

Figure 9.
Thermal energy and exergy efficiency changes during the discharging phase.

Figure 10.
Evolution of the melting front and the velocity fields inside the PCM wall for two different instances ((a) 4000
and (b) 6000 s).
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This is explained by the fact that the paraffin in the vicinity of the PCM wall heated
side acquires heat, which causes the climb of the upper part with a high speed and
then the liquid paraffin descends along the solid-liquid interface.

Figure 11 shows the thermal and the dynamic behavior of the PCM-27 for two
different instances (4000 and 6000 s). It was seen that at the beginning of the
melting process, the interface is almost vertical, indicating the predominance of
heat transfer by conduction mode. Isotherms remain vertical and parallel. Gradually
as the convection increases, the melting rate increases in the upper portion of the
interface. Therefore, the PCM-27 in the upper area has a higher temperature than
the bottom of the cavity and the isotherms do not remain parallel. It is noted also
that these movements are not made of the plate toward the solid–liquid interface.
They form an outline by gravity from the bottom of the cavity, along the plate to
descend on the other side on the solid-liquid interface.

5. Experimental investigation according to Tunisian scenario

An experimental framework and procedure were accomplished in the labora-
tory in order to evaluate the PCM wall thermal performances, in particular its
capacity to store the heat and to moderate internal test cell temperature. The
experimental framework considered for the investigation of the thermal perfor-
mances of the PCM wall comprises essentially a test cell with the dimensions 0.5 �
0.5 � 0.5 m3 and managed to imitate a test room. Each sides of the test cell have the
dimensions: 0.22 m length, 0.22 m width and 0.026 m thickness. One side of the
conceived test cell is fixed with a Plexiglas parallelepiped-shaped container with a
size of 22 � 22 � 2.6 mm3. The sides of the PCM wall are fixed with the epoxy resin
to form a strong bond. Then, the Plexiglas container was field with paraffin-27,
which melts at 27°C with a high latent heat storage capacity (about 110 J/g). Upon
PCM solidification, a 7 10�2 m free space was left from the top of Plexiglas con-
tainer to accommodate volume changes and release trapped air during successive
melting and solidification phases. A 120-W incandescent lamp is used for heating
the exposed side of the PCMwall. The thermophysical properties of the PCM-27 are
given in Table 1.

Data acquisition is achieved by an autonomous acquisition device controlled by a
Lab VIEW program adapted to measure temperature fluctuations during melting

Figure 11.
Isothermal and current lines inside the PCM wall for two different instances ((a) 4000 and (b) 6000 s).
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processes. It acquires the output signals from the thermocouples, digitizes, treats
them and then saves the results. Data are directly collected with the help of an
interface network between the measurement station and a computer equipped with
application software. Storing data is performed with a regular pitch, equal to 60 s, in
the form of text file. Figure 12 shows the entire device and framework. Thirteen
T-type copper-constantan thermocouples firstly calibrated with a measurement
inaccuracy of �0.2°C were incorporated to PCM wall at the front surface, inside
PCM, the back surface and inside the test chamber as shown in Figure 10. Between
the exchanging plates, thermocouples (T-type) are inserted on both sides of the
sample to measure the temperature fields on each side of the PCM wall. The
thermocouples were fixed at the front and back surface with strong white tape and
were shielded from direct irradiation.

The experimental investigation was conducted for 14 consecutive days in
September 2015 (from 23/09/2015 to 07/10/2015) to evaluate PCM wall perfor-
mance. The temperature was measured at front surfaces of PCM wall, at back
surfaces of PCM wall, inside the PCM and inside the test cell. The method adopted
in the investigation consisted of imposing heating flux (lamp of 120 W) on the
exposed PCM wall of the test cell. Simultaneous measurements of the temperature
variations and heat flux exchanged during charging and discharging processes were
accomplished to evaluate the PCM wall thermophysical properties [29, 30]. The
experimental test conducted in the laboratory aims to determine the PCM charac-
teristics during the storage phase. The test starts at 9:00 am and continues until the
total melting of PCM-27. PCM is initially in the solid state at the ambient tempera-
ture of the room, which is about 22°C. Then, the right side of the PCM wall was
heated by using a special lamp with a thermal power of about 120 W. The lamp was
held at a distance of 10 10�2 m to guarantee the uniformity of heat over the entire
PCM wall area. By using the data acquisition system, the temperature variation at
the interior of PCM wall during the storage stage was followed. To evaluate the heat
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Data acquisition is achieved by an autonomous acquisition device controlled by a
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Figure 11.
Isothermal and current lines inside the PCM wall for two different instances ((a) 4000 and (b) 6000 s).
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exchanged through the PCM wall during the discharge process, the lamp was
omitted and then the PCM temperature fields were tracked.

The result of the experimental tests permits the characterization of the PCMwall
and the description of the test cell thermal behavior. Figure 13 shows the tempera-
ture evolution of PCM-27 inside the wall during the charging and discharging
processes along the vertical axis (x = 10�2 m) (T1, T2, T3 and T4) and along the
horizontal axis (y = 7.5 10�2 m) (T5, T6, T7, T8 and T9). It is found that the PCM
solidification process during the discharging phase takes more time than the storage
stage. This is explained by the formation of a solid layer of paraffin in contact with
the PCM wall sides, which make a thermal isolation and consequently slow down
the crystallization in the other parts of the wall. It is seen that by the launch of the
melting process all temperature profiles grow linearly up to 27°C. This phase corre-
sponds to sensible heat storage in the solid PCM. Then, it is noted that during about
20 min of heating process with the lamp of 120 W all positions confess symmetrical
temperature profiles, around 27°C. It is noted that PCM-27 temperature rises
rapidly especially in the first 20 min of the melting process, which corresponds to
the sensible storage process inside the PCM wall. Then, the PCM-27 temperature
varies slowly between 27 and 29°C during the latent heat storage process. After
about 40 min of heating by the lamp, the PCM-27 temperature increases to reach
50°C. Figure 13 shows also that the temperature of thermocouples that are close to
the heated side increases rapidly than those of the other sides. During this phase, the
storage of heat is achieved by sensible process inside the melt PCM. After the
melting process, it is noted that the different vertical positions inside the PCM wall
(y = 2, 8, 12 and 18 10�3 m) presented a dissimilarity in the measured temperature.
This delay is explained by the trajectory of the melting front of the solid–liquid
interface, which merges firstly from the positions located above the PCMwall to the
bottom. The duration of this phase varies between 110 and 40 minutes from one
position to another according to the thermocouple on-axis position (x = 10�2 m).

Figure 14 shows the variation of test cell air temperatures with and without
PCM-27. The test was accomplished by exposing the PCMwall to the lamp of 120W
used as a heating load source. It is seen that during the charging phase the temper-
ature profile inside the test cell with PCM wall is almost stable at 29°C. Indeed, the
PCM wall permits the storage of the excess of heat supplied by the lamp. It is also

Figure 13.
Evolution of PCM temperature during charging and discharging phases.
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found that once the PCM wall is replaced by simple wooden wall the internal
temperature of the test cell grows seriously from 29 to 40°C.

Figure 15 shows the temperature variation of the air inside the test cell with and
without PCM wall during the discharging phase (cooling). As can be seen, the air
temperature inside the test cell is stabilized around 21°C, which represents the
ambient temperature, whereas with PCM wall, the air temperature inside the test
cell decreases continuously with respect to time from 27 to 22°C. It is also noted that
the temperature of the test cell with PCM is always higher than the temperature of
the test cell without PCM. This shows the significance of using PCM inside the room
and the temperature in the thermal comfort range can be maintained for a long time
even with the heating load. Consequently, intruding of the PCM wall in the test cell
presents a good potential to be applied for space conditioning.

To generalize the investigation, a simple room (kid’s room) inside a typical
modern house (Figure 16) in Tunis, Tunisia, is considered. The building is com-
posed of five rooms with a floor area of 128 m2. The technical specifications of the
selected room are presented in Table 2. This scenario is archived by considering a

Figure 14.
Evolution of the temperature inside the test cell during the storage phase.

Figure 15.
Evolution of the temperature inside the test cell during the discharging phase.
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even with the heating load. Consequently, intruding of the PCM wall in the test cell
presents a good potential to be applied for space conditioning.

To generalize the investigation, a simple room (kid’s room) inside a typical
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TRNSYS program. The component of the TRNSYS model is the flat-plate solar
collector (type73) used as a heat source, storage tank (type4c) and the building
(type 56a). In this section, the integration of the PCM wall in the envelope of a
typical Tunisian building is simulated by using TRNSYS. The main TRNSYS com-
ponent used is Type 399, which models a PCM wall. Type 399 is designed to interact
with Type 56a and can simulate a PCMwall located in any position within the tested
room. It should be also noted that a new Type 399 models a pure PCM-27 that is
assumed to go through its freeze/thaw process at constant temperature, to have a
constant specific heat in the liquid phase and to have a constant specific heat in the
solid phase. The basic architectural specification of the selected room used in Tuni-
sian scenario is given in Table 2.

Figure 17 illustrates the evolution of the energy stored and destocked during
four days, from January 1 to 4, 2015. During the day, the PCM wall stores a rate of
heat brought by the solar collector, and this phase of storage is characterized by
positive values of the energy. The latter forms a peak dependent on the period of
sunshine and that can reach 1200 kJ m�2. The heat accumulated during the day by
the PCM wall will be restored to be used at the end of the day and during the night.

Figure 18 illustrates the variation of the temperature inside the selected room
with and without integration of PCM wall during the period from January 1 to 4,

Figure 16.
The typical house plan used in this study.

Type Layer Thickness
(m)

Conductivity
(kJ/(h m K))

Density
(kg/m3)

Specific heat
(kJ/kg K)

Wall Brick
Concrete
Gypsum

0.15
0.15
0.05

3.2
7.56
0.75

1800
2400
1200

1
0.8
1

Ground Concretes
Insulation

0.06
0.05

4.06
0.15

1400
40

1
0.8

Roof Concrete 0.24 7.56 2400 0.8

Table 2.
Structure and physical properties of the building structure.
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2015. The outside temperature and the solar irradiation were also evaluated during
the same period. During the hottest period of the day, the temperature of the tested
room with PCM wall achieves 25°C, while that without PCM wall exceeds 27°C.
During the night, the temperature of the tested room, with PCM wall, decreases in
the value of 20°C. During the night, the temperatures for the system using the PCM
wall become more marked, more of 1°C compared with that of the system without
PCM wall. It is seen that the PCM wall performs its function of thermal shock
absorber.

6. Conclusion

The objective of this chapter is to show the importance of using PCM as storage
material in buildings and to study the thermal potential offered by the integration of
a PCM wall to enhance the thermal comfort of the occupant by reducing the
thermal fluctuation and by improving the thermal inertia of the buildings’ envelop.
Accordingly, an experimental prototype represented by a small-scale home

Figure 17.
Evolution of the energy stored in the PCM wall during the discharging phase.

Figure 18.
Evolution of the ambient temperature inside the kid’s room with and without PCM wall application.
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(0.5 � 0.5 � 0.5 m3) was conceived in our laboratory. The test cell was equipped
with a PCM-27 vertical enclosure placed at one side of the test cell. Several tests
were carried out with an experimental setup designed for testing the viability of
using PCM wall integrated in building structure. The experimental study was
carried out by measuring temperature through the PCM wall. The test cell indoor
temperature was also evaluated to appraise the thermal inertia of the wall enve-
lope. During the heating 22 phase, the temperature inside PCM shelter appears
constant at about 28°C. But it varied between 29 and 40°C inside the test room
without PCM wall.

A numerical simulation based on FORTRAN program was also carried out to
interpret the experimental data. The numerical simulation was achieved to solve the
energy and the exergy mathematic relations to evaluate the PCM wall performances
by determining the melting phase proprieties during the charging and the
discharging processes. The numerical study constitutes a preliminary step before
construction of cells equipped with such wallboards in order to obtain a certain
indoor passive air conditioning and especially to avoid overheating of buildings
during summer. The test of the numerical model shows that there is a good agree-
ment between experimental and numerical results. The numerical model was then
exploited to evaluate the PCM wall thermal behavior. It was found that the follow-
ing of the evolution of the melting front, the velocity fields, the isothermal and the
current lines shows that the paraffin-27 melting process is more significant in the
upper part of the PCM wall.

To generalize the investigation for a typical modern house composed of five
rooms with a floor area of 128 m2, a TRNSYS program simulation was proposed by
considering the Tunisian scenario. The results were presented for a single room
equipped with PCMwall. It was seen that during the day, the PCMwall stores a rate
of heat that can reach 1200 kJ m�2. It was found that during the hottest period of
the day the temperature of the tested room with PCMwall achieves 25°C, while that
without PCM wall exceeds 27°C. During the night, the temperature of the tested
room, with PCM wall, is about 20°C. It is seen that the PCM wall performs its
function of thermal shock absorber. The investigation showed that the efficiency of
PCM wall is remarkable in the control and the reduction of the indoor temperature
amplitude in the building.

The results obtained by this investigation are exploited in another new experi-
mental work, which is in progress to optimize the geometric and the physical
parameters of the PCM wall according to Tunisian buildings’ specificity.
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T temperature (K)
Ti inside air temperature (K)
To outside air temperature (K)
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Two outside wall temperature (K)
h Enthalpy
t Time (s)
(x, y) Cartesian coordinates (m)
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Greek symbols
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Indices

s Solid
l Liquid
fus Fusion
eq Equivalent

Author details

Majdi Hazami1*, Farah Mehdaoui1, Hichem Taghouti2, Marco Noro3,
Renato Lazzarin3 and AmenAllah Guizani1

1 Laboratory of Thermal Processes, Research Center for Energy Technologies,
Technopole Borj Cedria, Tunisia

2 Department of Electrical Engineering, Laboratory of Analysis, Design and
Systems Control, National Engineering School of Tunis, Tunisia

3 Department of Management and Engineering, University of Padua, Vicenza, Italy

*Address all correspondence to: hazamdi321@yahoo.fr

© 2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

165

Energy Storage in PCM Wall Used in Buildings’ Application: Opportunity and Perspective
DOI: http://dx.doi.org/10.5772/intechopen.92557



(0.5 � 0.5 � 0.5 m3) was conceived in our laboratory. The test cell was equipped
with a PCM-27 vertical enclosure placed at one side of the test cell. Several tests
were carried out with an experimental setup designed for testing the viability of
using PCM wall integrated in building structure. The experimental study was
carried out by measuring temperature through the PCM wall. The test cell indoor
temperature was also evaluated to appraise the thermal inertia of the wall enve-
lope. During the heating 22 phase, the temperature inside PCM shelter appears
constant at about 28°C. But it varied between 29 and 40°C inside the test room
without PCM wall.

A numerical simulation based on FORTRAN program was also carried out to
interpret the experimental data. The numerical simulation was achieved to solve the
energy and the exergy mathematic relations to evaluate the PCM wall performances
by determining the melting phase proprieties during the charging and the
discharging processes. The numerical study constitutes a preliminary step before
construction of cells equipped with such wallboards in order to obtain a certain
indoor passive air conditioning and especially to avoid overheating of buildings
during summer. The test of the numerical model shows that there is a good agree-
ment between experimental and numerical results. The numerical model was then
exploited to evaluate the PCM wall thermal behavior. It was found that the follow-
ing of the evolution of the melting front, the velocity fields, the isothermal and the
current lines shows that the paraffin-27 melting process is more significant in the
upper part of the PCM wall.

To generalize the investigation for a typical modern house composed of five
rooms with a floor area of 128 m2, a TRNSYS program simulation was proposed by
considering the Tunisian scenario. The results were presented for a single room
equipped with PCMwall. It was seen that during the day, the PCMwall stores a rate
of heat that can reach 1200 kJ m�2. It was found that during the hottest period of
the day the temperature of the tested room with PCMwall achieves 25°C, while that
without PCM wall exceeds 27°C. During the night, the temperature of the tested
room, with PCM wall, is about 20°C. It is seen that the PCM wall performs its
function of thermal shock absorber. The investigation showed that the efficiency of
PCM wall is remarkable in the control and the reduction of the indoor temperature
amplitude in the building.

The results obtained by this investigation are exploited in another new experi-
mental work, which is in progress to optimize the geometric and the physical
parameters of the PCM wall according to Tunisian buildings’ specificity.

Acknowledgements

The authors would like to thank the Laboratoire des Procédés Thermiques (LPT)
and the Centre de Recherches et des Technologies de l’Energie (CRTEn), Tunis,
Tunisia, for financially supporting the project and for supplying useful data.

Nomenclature

A PCM wall area (m2)
CPCM heat capacity (kJ/kg�K)
K thermal conductivity (W/m�K)
g Gravitational acceleration (m/s2)
H Liquid fraction
Lm enthalpy of fusion (kJ/kg)
P pressure (Pa)

164

Thermodynamics and Energy Engineering

T temperature (K)
Ti inside air temperature (K)
To outside air temperature (K)
Twi inside wall temperature (K)
Two outside wall temperature (K)
h Enthalpy
t Time (s)
(x, y) Cartesian coordinates (m)
L cavity width
(u, v) velocity components (m/ss�1)

Greek symbols

B coefficient of thermal expansion
μ dynamic viscosity (kg/m sm�1 s�1)
α Thermal diffusivity coefficient
ρ density (kg/m3)
ν kinematic viscosity (m2/s)

Indices

s Solid
l Liquid
fus Fusion
eq Equivalent

Author details

Majdi Hazami1*, Farah Mehdaoui1, Hichem Taghouti2, Marco Noro3,
Renato Lazzarin3 and AmenAllah Guizani1

1 Laboratory of Thermal Processes, Research Center for Energy Technologies,
Technopole Borj Cedria, Tunisia

2 Department of Electrical Engineering, Laboratory of Analysis, Design and
Systems Control, National Engineering School of Tunis, Tunisia

3 Department of Management and Engineering, University of Padua, Vicenza, Italy

*Address all correspondence to: hazamdi321@yahoo.fr

© 2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

165

Energy Storage in PCM Wall Used in Buildings’ Application: Opportunity and Perspective
DOI: http://dx.doi.org/10.5772/intechopen.92557



References

[1] Mehdaoui F, Hazami M,
Messaouda A, Taghouti H, Guizani A.
Thermal testing and numerical
simulation of PCM wall integrated
inside a test cell on a small scale and
subjected to the thermal stresses.
Renewable Energy. 2019;135:597-607

[2] Solgi E, Fayaz R, Kari BM. Cooling
load reduction in office buildings of
hotarid climate, combining phase
change materials and night purge
ventilation. Renewable Energy. 2016;85:
725-731

[3] Lizana J, Chacartegui R, Barrios-
Padura A, Valverde JM. Advances in
thermal energy storage materials and
their applications towards zero energy
buildings: A critical review. Applied
Energy. 2017;203:219-239

[4] Lizana J, Chacartegui R, Barrios-
Padura A, Ortiz C. Advanced low-
carbonenergy measures based on
thermal energy storage in buildings:
A review. Renewable and Sustainable
Energy Reviews. 2018;82:3705-3749

[5] Zeinelabdein R, Omer S, Gan G.
Critical review of latent heat storage
systems for free cooling in buildings.
Renewable and Sustainable Energy
Reviews. 2018;82:2843-2868

[6] Reddy KS, Mudgal V, Mallick TK.
Review of latent heat thermal energy
storage for improved material stability
and effective load management. Journal
of Energy Storage. 2018;15:205-227

[7] Weinläder H, Klinker F, Yasin M.
PCM cooling ceilings in the energy
efficiency center – Passive cooling
potential of two different system
designs. Energy and Buildings. 2016;119:
93-100

[8] Soares N, Gaspar AR, Santos P,
Costa JJ. Multi-dimensional
optimization of the incorporation of

PCM-drywalls in lightweight steel-
framed residential buildings in different
climates. Energy and Buildings. 2014;70:
411-421

[9] Navarro L, De Gracia A, Castell A,
Cabeza LF. Experimental evaluation of a
concrete core slab with phase change
materials for cooling purposes. Energy
and Buildings. 2016;116:411-419

[10] Zhou G, Mengmeng PM.
Experimental investigations on the
performance of a collector–storage wall
system using phase change materials.
Energy Conversion and Management.
2015;105:178-188

[11] Barzin R, Chen J, Young B, Farid M.
Application of PCM energy storage in
combination with night ventilation for
space cooling. Applied Energy. 2015;158:
412-421

[12] Sajjadian SM, Lewis J, Sharples S.
The potential of phase change
materials to reduce domestic cooling
energy loads for current and for future
UK climates. Energy and Buildings.
2015;93:83-89

[13] Royon L, Karim L, Bontemp A.
Optimization of PCM embedded in a
floor panel developed for thermal
management of the lightweight
envelope of buildings. Energy and
Buildings. 2014;82:385-390

[14] Łukasz W, Maciej J. Computer
simulations of heat transfer in a building
integrated heat storage unit made of
PCM composite. Thermal Science and
Engineering Progress. 2017;2:109-118

[15] Xiaoming C, Quan Z, Zhiqiang JZ,
Xiaowei M. Potential of ventilation
systems with thermal energ y storage
using PCMs applied to air conditioned
buildings. Renewable Energy. 2019;
138:39-53

166

Thermodynamics and Energy Engineering

[16] Stropnik R, Koželj R, Zavrl E, Uro S.
Improved thermal energy storage for
nearly zero energy buildings with PCM
integration. Solar Energy. 2019;190:
420-426

[17] Pushpendra K, Singh R,
Shailendra KS. Potential of
macroencapsulated pcm for thermal
energy storage in buildings: A
comprehensive review. Construction
and Building Materials. 2019;225:
723-744

[18] Li D, Zheng Y, Liu C, Wu G.
Numerical analysis on thermal
performance of roof contained PCM of a
single residential building. Energy
Conversion and Management. 2015;100:
147-156

[19] Joulin A, Younsi Z, Zalewski L,
Lassue S, Rousse DR, Cavrot JP.
Experimental and numerical
investigation of a phase change material:
Thermal-energy storage and release.
Applied Energy. 2011;88:2454-2462

[20] Huang K, Feng G, Zhang J.
Experimental and numerical study on
phase change material floor in solar
water heating system with a new design.
Solar Energy. 2014;105:126-138

[21] Prieto C, Cooper P, Fernández AI,
Cabeza LF. Review of technology:
Thermochemical energy storage for
concentrated solar power plants.
Renewable and Sustainable Energy
Reviews. 2016;60:909-929

[22] Krese G, Butala V, Stritih U.
Thermochemical seasonal solar energy
storage for heating and cooling of
buildings. Energy and Buildings. 2018;
164:239-253

[23] Tasnim SH, Hossain R, Mahmud S,
Dutta A. Convection effect on the
melting process of nano-PCM inside
porous enclosure. International Journal
of Heat and Mass Transfer. 2015;85:
206-210

[24] Park JH, Lee J, Wi S, Jeon J,
Chang SJ, Chang JD, et al. Optimization
of phase change materials to improve
energy performance within thermal
comfort range in the South Korean
climate. Energy and Buildings. 2019;
185:12-25

[25] Fořt J, Trník A, Pavlíková M,
Pavlík Z, Černy R. Fabrication of
dodecanol/diatomite shape-stabilized
PCM and its utilization in interior
plaster. International Journal of
Thermophysics. 2018;39(12):137

[26] Zhang C, Zhang Z, Ye R, Gao X,
Ling Z. Characterization of MgCl2 6H2O
based eutectic/expanded perlite
composite phase change material with
low thermal conductivity. Materials.
2018;11(12):2369

[27] Ye R, Zhang C, Sun W, Fang X,
Zhang Z. Novel wall panels containing
CaCl2 6H2O-Mg (NO3)2 6H2O/
expanded graphite composites with
different phase change temperatures for
building energy savings. Energy and
Buildings. 2018;176:407-417

[28] Ramakrishnan S, Wang X,
Sanjayan J. Thermal enhancement of
paraffin/hydrophobic expanded perlite
granular phase change composite using
graphene nanoplatelets. Energy and
Buildings. 2018;169:206-215

[29] Sarı A, Bicer A, Al-Ahmed A,
Al-Sulaiman FA, Zahir MH,
Mohamed SA. Silica fume/capric acid-
palmitic acid composite phase change
material doped with CNTs for thermal
energy storage. Solar Energy Materials
& Solar Cells. 2018;179:353-361

[30] Aadmi M, Karkri M,
El Hammouti M. Heat transfer
characteristics of thermal energy storage
for PCM (phase change material)
melting in horizontal tube: Numerical
and experimental investigations.
Energy. 2015;85:339-352

167

Energy Storage in PCM Wall Used in Buildings’ Application: Opportunity and Perspective
DOI: http://dx.doi.org/10.5772/intechopen.92557



References

[1] Mehdaoui F, Hazami M,
Messaouda A, Taghouti H, Guizani A.
Thermal testing and numerical
simulation of PCM wall integrated
inside a test cell on a small scale and
subjected to the thermal stresses.
Renewable Energy. 2019;135:597-607

[2] Solgi E, Fayaz R, Kari BM. Cooling
load reduction in office buildings of
hotarid climate, combining phase
change materials and night purge
ventilation. Renewable Energy. 2016;85:
725-731

[3] Lizana J, Chacartegui R, Barrios-
Padura A, Valverde JM. Advances in
thermal energy storage materials and
their applications towards zero energy
buildings: A critical review. Applied
Energy. 2017;203:219-239

[4] Lizana J, Chacartegui R, Barrios-
Padura A, Ortiz C. Advanced low-
carbonenergy measures based on
thermal energy storage in buildings:
A review. Renewable and Sustainable
Energy Reviews. 2018;82:3705-3749

[5] Zeinelabdein R, Omer S, Gan G.
Critical review of latent heat storage
systems for free cooling in buildings.
Renewable and Sustainable Energy
Reviews. 2018;82:2843-2868

[6] Reddy KS, Mudgal V, Mallick TK.
Review of latent heat thermal energy
storage for improved material stability
and effective load management. Journal
of Energy Storage. 2018;15:205-227

[7] Weinläder H, Klinker F, Yasin M.
PCM cooling ceilings in the energy
efficiency center – Passive cooling
potential of two different system
designs. Energy and Buildings. 2016;119:
93-100

[8] Soares N, Gaspar AR, Santos P,
Costa JJ. Multi-dimensional
optimization of the incorporation of

PCM-drywalls in lightweight steel-
framed residential buildings in different
climates. Energy and Buildings. 2014;70:
411-421

[9] Navarro L, De Gracia A, Castell A,
Cabeza LF. Experimental evaluation of a
concrete core slab with phase change
materials for cooling purposes. Energy
and Buildings. 2016;116:411-419

[10] Zhou G, Mengmeng PM.
Experimental investigations on the
performance of a collector–storage wall
system using phase change materials.
Energy Conversion and Management.
2015;105:178-188

[11] Barzin R, Chen J, Young B, Farid M.
Application of PCM energy storage in
combination with night ventilation for
space cooling. Applied Energy. 2015;158:
412-421

[12] Sajjadian SM, Lewis J, Sharples S.
The potential of phase change
materials to reduce domestic cooling
energy loads for current and for future
UK climates. Energy and Buildings.
2015;93:83-89

[13] Royon L, Karim L, Bontemp A.
Optimization of PCM embedded in a
floor panel developed for thermal
management of the lightweight
envelope of buildings. Energy and
Buildings. 2014;82:385-390

[14] Łukasz W, Maciej J. Computer
simulations of heat transfer in a building
integrated heat storage unit made of
PCM composite. Thermal Science and
Engineering Progress. 2017;2:109-118

[15] Xiaoming C, Quan Z, Zhiqiang JZ,
Xiaowei M. Potential of ventilation
systems with thermal energ y storage
using PCMs applied to air conditioned
buildings. Renewable Energy. 2019;
138:39-53

166

Thermodynamics and Energy Engineering

[16] Stropnik R, Koželj R, Zavrl E, Uro S.
Improved thermal energy storage for
nearly zero energy buildings with PCM
integration. Solar Energy. 2019;190:
420-426

[17] Pushpendra K, Singh R,
Shailendra KS. Potential of
macroencapsulated pcm for thermal
energy storage in buildings: A
comprehensive review. Construction
and Building Materials. 2019;225:
723-744

[18] Li D, Zheng Y, Liu C, Wu G.
Numerical analysis on thermal
performance of roof contained PCM of a
single residential building. Energy
Conversion and Management. 2015;100:
147-156

[19] Joulin A, Younsi Z, Zalewski L,
Lassue S, Rousse DR, Cavrot JP.
Experimental and numerical
investigation of a phase change material:
Thermal-energy storage and release.
Applied Energy. 2011;88:2454-2462

[20] Huang K, Feng G, Zhang J.
Experimental and numerical study on
phase change material floor in solar
water heating system with a new design.
Solar Energy. 2014;105:126-138

[21] Prieto C, Cooper P, Fernández AI,
Cabeza LF. Review of technology:
Thermochemical energy storage for
concentrated solar power plants.
Renewable and Sustainable Energy
Reviews. 2016;60:909-929

[22] Krese G, Butala V, Stritih U.
Thermochemical seasonal solar energy
storage for heating and cooling of
buildings. Energy and Buildings. 2018;
164:239-253

[23] Tasnim SH, Hossain R, Mahmud S,
Dutta A. Convection effect on the
melting process of nano-PCM inside
porous enclosure. International Journal
of Heat and Mass Transfer. 2015;85:
206-210

[24] Park JH, Lee J, Wi S, Jeon J,
Chang SJ, Chang JD, et al. Optimization
of phase change materials to improve
energy performance within thermal
comfort range in the South Korean
climate. Energy and Buildings. 2019;
185:12-25

[25] Fořt J, Trník A, Pavlíková M,
Pavlík Z, Černy R. Fabrication of
dodecanol/diatomite shape-stabilized
PCM and its utilization in interior
plaster. International Journal of
Thermophysics. 2018;39(12):137

[26] Zhang C, Zhang Z, Ye R, Gao X,
Ling Z. Characterization of MgCl2 6H2O
based eutectic/expanded perlite
composite phase change material with
low thermal conductivity. Materials.
2018;11(12):2369

[27] Ye R, Zhang C, Sun W, Fang X,
Zhang Z. Novel wall panels containing
CaCl2 6H2O-Mg (NO3)2 6H2O/
expanded graphite composites with
different phase change temperatures for
building energy savings. Energy and
Buildings. 2018;176:407-417

[28] Ramakrishnan S, Wang X,
Sanjayan J. Thermal enhancement of
paraffin/hydrophobic expanded perlite
granular phase change composite using
graphene nanoplatelets. Energy and
Buildings. 2018;169:206-215

[29] Sarı A, Bicer A, Al-Ahmed A,
Al-Sulaiman FA, Zahir MH,
Mohamed SA. Silica fume/capric acid-
palmitic acid composite phase change
material doped with CNTs for thermal
energy storage. Solar Energy Materials
& Solar Cells. 2018;179:353-361

[30] Aadmi M, Karkri M,
El Hammouti M. Heat transfer
characteristics of thermal energy storage
for PCM (phase change material)
melting in horizontal tube: Numerical
and experimental investigations.
Energy. 2015;85:339-352

167

Energy Storage in PCM Wall Used in Buildings’ Application: Opportunity and Perspective
DOI: http://dx.doi.org/10.5772/intechopen.92557



169

Chapter 9

Water Desalination Using PCM to 
Store Solar Energy
Paritosh Kulkarni

Abstract

The rising water pollution levels and depleting freshwater sources have formed 
a delirious inverse proportionality for which the cause is human and effect is also 
on humanity. A possible solution to this problem is harnessing solar energy to 
engender thermal energy for solar distillation. Thus solar distillation is one of the 
potential solutions to asses both the ever-increasing demands for clean water and 
the inquisition for finding eco-friendly techniques to yield the water. This analysis 
was undertaken to discover the possible utilization of phase change material on 
solar distillation in double-slope solar still. The equipment that performs distil-
lation is called “Solar Still.” A phase change material (PCM) is a substance that 
either releases or absorbs energy comparable to the sensible heat during its phase 
transition to provide useful heat/cooling. Examples of PCM include phenol, 
paraffin, salt hydrate, and fatty acid. The experiment includes a blank distillate 
output without PCM, followed by possible optimization on the designed solar still. 
Solar distillation was performed in the improved solar still with varying types of 
PCMs. A theoretical model discerning the above phenomena and experiments 
were performed on the solar still. It was reported that for the yield maximum of 
water distillate with PCM (Phenol—5 cm) is 370 mL and without PCM is 345 mL, 
showing a 7.2% increase.

Keywords: solar still, phase change material, phenol, sustainability, water-
desalination, renewable energy

1. Introduction

In recent years the energy shortage and water pollution have been rising 
around the world. With the rapid increase in the level of greenhouse gas emis-
sions, the discovery of alternative sources of energy is increasingly gaining 
importance for the development of a sustainable world. The rising oil price 
and environmental regulations have dramatically increased the demand for 
utilizing alternative power sources [1]. In 2015 WHO and UNICEF reported 
that around 663 million people still use non-potable drinking water. During 
the emergency conditions, the need for developing efficient and portable 
techniques to obtain a clean source of water is paramount. One such method is 
solar distillation using phase change material.

In the twenty-first century, the impact of energy and water on the socioeco-
nomic development of developed and developing nations is significant [1]. Solar 
energy is one of many renewable energy sources to obtain stable thermal energy 
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future generations [2]. The process of distillation can be used to get fresh water 
from brackish or contaminated water. Water is available in different forms, such as 
seawater, underground water, surface water, and atmospheric water. Clean water is 
essential for good health. These current conditions serve as a motivational factor for 
the research conducted, to effectively use Phase Change Material for optimum solar 
distillation to desalinate the water, abundant in situ around Udupi (near the Indian 
Ocean) [3].

Single/double-slope solar still is a popular solar device used for converting 
available brackish or wastewater into potable water. Solar still absorbs the thermal 
energy solar radiation to distillate polluted water into potable water in an enclosed 
space—still. The principles of heat transfer and energy balance were the governing 
equations for the operation of single-slope solar still. Because of its lower produc-
tivity, it is not popularly used. Numbers of works are undertaken to improve the 
productivity and efficiency of the solar still [2, 4].

Several PCMs melt and solidify at an array of temperatures, thus creating a focus 
on various possible applications. These PCMs are applied for numerous thermal 
storage systems utilizing latent heat, applications in heat pumps, engineering using 
solar radiation, and space travel. PCMs have been used for heating and cooling for 
many years, and the study in this regard has been attracting attention since the past 
decade. The pragmatic results reckoned in the field of water distillation process 
with the help of solar energy in the presence of energy storage materials like water 
and MOFs [2, 5].

Solar still is a latent heat storage system, which uses phase change materials 
(PCMs). Using PCM is an impactful way of storing thermal energy and has benefits 
in terms of high-energy storage density and the isothermal nature of the storage 
process. PCMs have been widely used in latent heat thermal-storage systems for 
heat pumps, solar engineering, and spacecraft thermal control applications. There 
are large numbers of PCMs that melt and solidify at a wide range of temperatures, 
making them attractive in a number of applications [6].

The desalination can provide a 24-hour supply of heat and water in green-
house-based agricultural projects [7]. In another unsteady state modeling and 
simulation approach, El-Sebaii and his co-authors presented the transient math-
ematical models for a single-slope single-basin solar still with and without phase 
change material under the basin liner [3, 8]. They used stearic acid as PCM and 
used a computer-based simulation procedure to obtain a better insight of temper-
atures of the still elements and the PCM. The data were correlated using summer 
and winter day’s temperature data in Jeddah, Saudi Arabia. It was observed that 
during phase change (liquid to stable) of PCM, the convective heat transfer coef-
ficient from the basin liner to basin water is doubled; thus, the evaporative heat 
transfer coefficient is increased by 27% upon using 3.3-cm layer of stearic acid 
beneath the basin liner. Dashtban [9] used paraffin wax as PCM in their theoreti-
cal study of PCM-based weir-type cascade solar still. It was expected to obtain 
enhanced productivity by using PCM, which helps in keeping the temperature of 
basin high enough to produce the distilled water without interruption, especially 
after sunset [10]. In this study, water desalination and hot water production using 
solar still involving PCM are theoretically investigated. The numerical approach 
is presented to study the performance of desalination units—with and—without 
phase change materials. The effect of the PCM on the productivity expressed as 
the amount of water produced is theoretically studied. The following parameters 
and their effects were theoretically investigated: the type of the PCM, melting 
point of PCM, solar irradiation. It is hoped to determine the optimum parameter 
that will result in higher unit productivity. The purpose of a solar distillation 
system is to clean or purify water within the permissible limit [11, 12]. Besides the 
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problem of water shortage, process energy constitutes another problem area. Due 
to the high cost of conventional energy sources, which are also environmentally 
harmful, renewable energy sources have gained more attraction since their use 
in distillation plants will save conventional energy for other applications, reduce 
environmental pollution and provide a free, continuous, and low maintenance 
energy source [13].

The objective of this thesis is to study how solar distillation is used by nature 
to produce rain, which is the primary source of freshwater supply and replicate 
the process using knowledge of engineering. Solar radiation falling on the 
surface of the sea is absorbed as heat and causes evaporation of the water. The 
vapor rises above the surface and is moved by winds [7]. When this vapor cools 
down to its dew point, condensation occurs, and freshwater precipitates as rain. 
All available artificial distillation systems are small-scale duplications of this 
natural process.

Solar distillation differs from other forms of desalination that are more energy-
intensive, such as methods such as reverse osmosis, or simply boiling water due to 
its use of free energy. A very common and, by far, the most significant example of 
solar distillation is the natural water cycle that the Earth experiences [4].

The novelty of the present study is an in-depth and multifaceted comparison of 
two solar distillation methods, that is, one utilizing PCM to discover an effective 
way to bring about solar distillation and another technique reflecting the natural 
phenomenon of distillation. Two methods can accompany the distillation of water 
using solar energy. The first method utilizes the so-called greenhouse effect to evap-
orate saltwater enclosed in a simple solar still (direct collection). A typical basin 
type containing the saline water is covered with a transparent airtight top. The top is 
mounted sloping downward toward sweet water collecting troughs. Solar energy is 
absorbed by the basin, causing the water to evaporate and condense on the inside of 
the cover and slides down into the collecting trough. The second method or indirect 
collection system often involves more than one subsystem, one for collecting and 
another for energy storage and the third system for energy utilization in the distil-
lation process, multi-stage flash evaporation mar offer good potential when utilized 
in a solar distillation system [6].

To emphasize the scope of this research, consider rural areas in and around 
Udupi district and several such underdeveloped regions around the tropic of cancer. 
In these areas, the solar distillation process yields drinking water tantamount to 
the process of rain generation in the water cycle. The solar radiation causes water 
to evaporate, segregating the water vapor from salt or impurities. The vapor 
formed from the process of evaporation condenses on the still for collection [14]. 
The fundamental operation is evaporation. As the temperature of water increases, 
vaporization starts at the surface of the liquid. The vapor then rises from the surface 
of the water and gets condensed on the top cover. The condensed vapor is free from 
minerals and impurities and thus separated through some distillate channel [15]. 
The application of finding from this thesis encompasses solar energy applications, 
primarily supported by government initiatives in the countries along tropic of 
cancer, including India, Mexico, and UAE.

We are choosing two heights—5 and 7 cm— of PCM to understand and relate 
this distillation over real application in salt pans. The average height of human-
made salt pans near the coast of Karnataka is in the range of 25 cm. Since the height 
of PCM is less than the height of the salt pan, its implementation is possible. If 
implemented, this method of distillation can obtain not only potable water but also 
residue salt [16]. The 2-cm increment is to study the effect.

Figure 1 below represents the solar still to be designed as intended, upon which 
experimental work has been performed to yield the results as presented below. 
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Figure 2 represents the schematic of that implementation. The angle of Glass Cover 
is kept at 32° following the laws of reflection and refraction, to explain that let us 
consider Snell’s law of refraction and law of reflection.

Figure 1 schematic is a focused view of glass cover in Figure 2, say μ2 = 1.003 
and μ1 = 1.517 are refractive indices of air and glass cover [17];

we have,

   𝝁𝝁  1   × Sin  𝜽𝜽  2   =  𝝁𝝁  2   × Sin  𝜽𝜽  1    (1)

And so assuming all rays are incoming perpendicular, thus,

  Sin  θ  1   = 1,  

we get

   θ  2   =  Sin   −1  ( μ  2   /  μ  1  )  = 41.14° ,  (2)

which is the ultimate critical angle of the glass cover, and the angle we chose is 
32° signifying maximum refraction [4].

Giving as of Figure 1, say we have θ1 = 32° and θ2 = 58°

Figure 1. 
Schematic of glass cover and sunrays.

Figure 2. 
Solar distillation still with PCM: schematic [4].

173

Water Desalination Using PCM to Store Solar Energy
DOI: http://dx.doi.org/10.5772/intechopen.92597

2. Methodology

2.1 Materials

Figure 3 shows PCM classified according to their commonalities as per the melting 
point and the enthalpy of fusion. It follows that the two vital characteristics of phase 
change material, relating to their semantics “phase” and “change,” are derivates of 
temperature and heat released during the phenomenon of phase change [18, 19].

In this pragmatic study, the experimental setup is similar to the one described in 
Figure 1, and the following phase change material was used:

• Water and water solutions with eutectic compositions are used below the triple 
point [5].

• Phenol.

As we can observe in Figure 2, both of these compounds are on the left corner of 
the graph with melting temperature near zero or below zero and enthalpy of fusion 
around 300 MJ/m3. Hence, the comparison is rather challenging owning to the 
similarities between the two compounds [20].

As far as the solar distillation goes, the following Figure 4 summarizes the vari-
ous substances used for an optimized solar distillation setup. Each material novel 
and being researched upon [14].

2.2 Experimental synopsis

2.2.1 Experimental setup

Double-slope solar still shown schematically in Figure 5 was used to conduct 
the experiments [21]. Concerning Figures 1 and 2, we have designed this schematic 

Figure 3. 
Classes of materials that can be used as PCM and their typical range of melting temperature and melting 
enthalpy [15].
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with lines of varying strokes and measurements of solar still that we implemented 
for real-time experiments.

As shown in Figure 5, the base or basin of double-slope solar still was made 
using an 18-mm-thick waterproof plywood obtained from a local vendor marking 
the instance of the in situ experimental setup. The side walls were constructed using 
the same 6-mm thick plywood. The solar basin had an approximate active area 
(A) of 0.9 m2. The inside of still was coated with waterproofing M-Seal an epoxy 
compound with a resin and a hardener. The compound prevents leakage through 
joints of sidewalls and the base of the still [22].

Since solar radiation has three components for the receiving surface namely, 
absorption, reflection, or transmission.

Figure 4. 
Various materials used for solar distillation [3].

Figure 5. 
Schematic of double-slope solar still measurements in cm.
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To account for these characteristics, we introduce additional properties:

• Absorptivity, α, as the fraction of incident radiation absorbed.

• Reflectivity, ρ, the fraction of incident radiation reflected.

• Transmissivity, τ, the fraction of incident radiation transmitted.

We see, from conservation of energy:

  𝛂𝛂 + 𝛒𝛒 + 𝛕𝛕 = 1  (3)

Since the solar still includes opaque surfaces, as we are painted the walls 
with black,

τ = 0, so that: α + ρ = 1
The basin of the still was also painted black. Owning the height (h) of 0.2 m and 

area (A) of 0.9 m2 basin has the capacity of

  V = h × A  (4)

  0.900 × 0.2 = 0.0180  m   3  or 180 L  

Through the sidewalls, the distillate was collected via streamline channels. In 
an enclosed basin tank that was subjected to the solar radiation was filled with tap 
water via the inlet valve. Temperatures of water, glass cover, and water-vapor mix-
ture were noted every hour using thermocouples of k-type, which have an accuracy 
of ±0.2°C and a least count of  0.1° C  [23–25].

Distillate collected was also measured during temperature recording. Solar 
intensity falling on solar still was taken from the reading measured by Pyranometer. 
We had statistical knowledge from SynergyEnvio-Engineerings that around Udupi, 
Karnataka (Latitude: 13.35, Longitude: 74.75). Annual average of solar irradiation 
(E) is 5.44 kWh/m2/day.

 With an area of 0 .  9m   2  translates to   A ∗ E = 5.44 ∗ 0.9 = 4.895 kWh / day    
on a bright sunny day. 

For approximately 90 bright sunny days in summer, this translates to (90 × 
4.895) or 440.55 kWh.

440.55 kWh energy per still, considering a rooftop has room for 10 stills (maxi-
mum space needed is 13 m2), this energy is equivalent to 4405.5 kWh [18].

2.2.2 Solar distillation without PCM

Water was the sole element in the still influencing the heat released and the 
rate of interphase mass transfer. So we studied the water up to two depths 0.05 and 
0.07 m and calculated relevant parameters [20].

2.2.3 Experimental investigation to find the effect of PCM on solar distillation

The PCM material was evenly distributed and covered by a 5-mm thick metal 
plate. The sides of the metal plate were sealed using M-Seal chemical to avoid 
leakage or contact of PCM and water. The same solar distillation experiments were 
conducted with a fixed amount of different PCM, and the distillate collected was 
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440.55 kWh energy per still, considering a rooftop has room for 10 stills (maxi-
mum space needed is 13 m2), this energy is equivalent to 4405.5 kWh [18].
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Water was the sole element in the still influencing the heat released and the 
rate of interphase mass transfer. So we studied the water up to two depths 0.05 and 
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recorded on an hourly basis; 5 kg of phenol as PCM was used to perform the experi-
ments at 0.05 and 0.07 m.

3. Results

We have used single-basin, double-slope solar distillation still for the study 
and hence the results have signified the need for multi-slope and multi-basin for 
improved performance. Observations were made for water temperature (  T  w   ), top 
condensing surface temperature (  T  g   ), and distillate output in mL. The temperature 
of water and glass was measured using two k-type thermocouples. The vapor tem-
perature (Tv) was taken as the average water temperature and glass temperature.

   T  v   =  ( T  w   +  T  g  )  / 2  (5)

3.1 Solar distillation readings at various heights

Tables 1 and 2 describes the variation of water temperature recorded from 
8:30 am until 5:30 pm in 9 hours, each with different heights of water—5 and 7 cm 
respectively. Water and condensing surface temperature are averaged and recorded 
in a separate column, which is correlated with distillate collected, Figures 6 and 7 
show variation of temperatures Tw, Tg, and Tv with increasing time in hours. As 
the day progresses till noon, the water temperature increases faster as compared 
to the condensate temperature due to exposure of the glass surface to the ambient 
atmosphere. Alteration in condensate and water temperature can be attributed 
to unstable climatic conditions. However, in all cases, the pattern followed by the 
hourly variation shows a constant rise and fall in all line plots (Figure 8).

It can be inferred from the above implications and Figures 7 and 9 that the yield 
of distillate and the pattern of rising and falling of the curve is similar indicating 
no variation upon water depth change. The temperature of the condensing surface 
temperature is rising since morning till past noon and decreases after maxima. 
We can notice that the temperature variation of water basin coupled with PCM, as 
shown in Figures 10 and 11 show similar and broader variation when compared 
to the curves of water in Figure 8 and 9 [26, 27]. In the early hours of the day, the 

S. No. Time (h) Tw (°C) Tg (°C) Tv (°C) Distillate (mL)

1 9 30.3 28.3 30.01 0

2 10 39.3 32.7 36.3 23

3 11 45.6 37.2 421.4 106

4 12 52.2 44.1 47.15 204

5 13 54.3 52.7 52.5 287

6 14 56.1 53.3 55.7 348

7 15 55.2 48.3 53.55 273

8 16 49.1 45.7 48.2 217

9 17 48.7 38.5 42.65 149

Water depth = 0.05 m.

Table 1. 
Experimental results without PCM.
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inner glass temperature is close to that of water basin temperature. However, as 
the day, progresses the difference broadens because water can absorb some of the 
incident solar energy, whereas glass transmits most of the incident solar intensity. 
From figures about PCM phenol, we can see how phenol is retaining the solar 
energy, which decreases the slope of the line, which indicates declining temperature 
with an increase in hours.

3.2 Solar distillation using PCM

Five kilograms of phenol was covering the 5-mm metal plate in the solar still 
basin while the experiment was being conducted, there was no mixing of water and 
PCM. The reading of these experiments was taken on an hourly basis till 5.00 pm 
and the cumulative distillate of the next 2 h was taken the next day at 9.00 am [8].

S. No. Time (h) Tw (°C) Tg (°C) Tv (°C) Distillate (mL)

1 9 30 27.8 29.95 0

2 10 35.3 32.8 36 5

3 11 41.2 37.6 41.4 9

4 12 48.7 43.8 48.15 109

5 13 51.3 47.4 53.5 201

6 14 54.8 50.8 54.7 330

7 15 52.3 45.3 52.55 292

8 16 48.7 39.1 47.2 215

9 17 45 34.2 41.65 157

Water depth (d) = 0.07 m.

Table 2. 
Experimental results without PCM.

Figure 6. 
Hourly variation of temperature at water depth-1.
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Figure 8. 
Temperature variation at water depth-2.

Figure 9. 
Hourly variation of distillate yield at water depth-2.

Figure 7. 
Hourly variation of distillate yield at water depth-1.
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3.2.1 Solar distillation with phenol as PCM

In Figures 12 and 13, it can be seen that the highest temperature attained by 
the water basin decreases with an increase in depth of water as in the case of PCM 
with and without PCM too (Tables 1 and 2). However, the standard deviation when 
Phenol as PCM is comparatively larger (Tables 3 and 4). In Figures 10 and 11, it 
can also be observed that for phenol, there has been a 4.1% drop in the maximum 
condensate surface temperature when the water depth has been increased from 
5 cm to 7 cm. The decrease in water basin temperature with an increase in depth of 
water can be attributed to an increase in the volume of water. After sunset, due to 
a lack of solar radiation, the temperature of water in the basin decreases at a slower 
rate due to the use of stored heat energy from the PCM. The variation between 
water basin temperatures in two cases without phenol and with phenol at different 
water depths is subject to environmental conditions like fluctuation in solar radia-
tion, wind speed, ambient temperature, and spatial wind barriers.

Figure 10. 
Hourly variation of distillate with phenol as PCM-1.

Figure 11. 
Hourly variation of distillate yield with phenol as PCM-2.
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Figure 8. 
Temperature variation at water depth-2.

Figure 9. 
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Figure 7. 
Hourly variation of distillate yield at water depth-1.
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Figure 12. 
Hourly variation of temperature with phenol-1.

Figure 13. 
Hourly variation of temperature with phenol-2.

S. No. Time (h) Tw (°C) Tg (°C) Tv (°C) Distillate (mL)

1 9 31.8 29.5 30.35 0

2 10 38.6 33.5 36.05 28

3 11 43.8 38.4 41.1 95

4 12 51.6 45.6 48.6 193

5 13 54.7 52.1 53.4 286

6 14 57.1 52.5 54.8 370

7 15 55.4 49.6 52.5 297

8 16 49.5 45.1 47.3 268

9 17 45.2 39.8 42.5 1760

10 18 + 19 — — — 84

Water depth = 0.05 m.

Table 3. 
Experimental results with phenol as PCM.
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4. Discussion

The rationale behind conducting this study was to establish a clear relationship 
between incident solar radiation and the amount of fresh water produced. After devel-
oping the relationship and analyzing statistical information, we concur with the results 
from confirming data with two different depths [28, 29]. Then PCM was introduced, 
we chose phenol having attributions of economic availability and versatile properties. 
Phenol was also varied between two heights, and data was contrasted with that of water. 
Underlying factors were calculated as follows related to the heat and mass transfer [15].

We know from Dunkle [30], the hourly evaporation per m2 from solar still is 
given by:

   Q  ew   = 0 : 01  6h  cw   ( P  w   –Pg)   (6)

where,

  Nu =  h  cw   d / k = C   (Gr Pr)    n   (7)

C and n are constants.
Also, the heat produced or

 Q produced = mw*L = UAᵹT … ᵹT = Ta − Tb, (8)

which is approximately (Ta − Tw) as basin and water temperature is almost the 
same, basin being assumed a black body.

Above gives a model to find Q and A for the required basin the fraction Q/A yields 
the power in kWh/m2.

4.1 Effect of the amount of water

For a fixed amount of water, the cumulative amount of freshwater produced had 
a steep rise as the sun goes higher until sunsets (Table 5). PCM, however, continue 
to heat the water even after the sunset giving the effect of evaporation a boost. We 
are assuming this as a unit operation under steady-state conditions because we are 
assuming that the feed water equals the sum of the rate of freshwater produced 

S. No. Time (h) Tw (°C) Tg (°C) Tv (°C) Distillate (mL)

1 9 30.2 27.8 29 0

2 10 35.1 32.6 33.85 5

3 11 42.8 37.4 39.5 8

4 12 47.4 44 45.7 115

5 13 51.6 47.7 49.65 195

6 14 54.6 50.7 56.78 323

7 15 52.2 45.3 48.75 313

8 16 48.6 39.2 43.9 242

9 17 45 34.3 39.65 189

Water depth = 0.07 m.

Table 4. 
Experimental results with phenol as PCM-2.
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Figure 12. 
Hourly variation of temperature with phenol-1.

Figure 13. 
Hourly variation of temperature with phenol-2.

S. No. Time (h) Tw (°C) Tg (°C) Tv (°C) Distillate (mL)
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10 18 + 19 — — — 84

Water depth = 0.05 m.

Table 3. 
Experimental results with phenol as PCM.
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4. Discussion
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Above gives a model to find Q and A for the required basin the fraction Q/A yields 
the power in kWh/m2.

4.1 Effect of the amount of water

For a fixed amount of water, the cumulative amount of freshwater produced had 
a steep rise as the sun goes higher until sunsets (Table 5). PCM, however, continue 
to heat the water even after the sunset giving the effect of evaporation a boost. We 
are assuming this as a unit operation under steady-state conditions because we are 
assuming that the feed water equals the sum of the rate of freshwater produced 
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and the rate of hot water leaving the unit. Accordingly, the productivity of the unit 
decreases since the vapor pressure decreases. One also can notice (Figure 11) that 
the rate of production is significant during the day time and gets lower after sunset. 
The outcome of variation of height is that the amount of distillate collected reduced 
with the increase in the height of water in the solar still (Figure 14) [31, 32].

4.2 Advantage of solar still with PCM over ordinary solar still

The potential advantages of solar still with PCM (phenol) are numerous, 
including flexibility, processability, low material cost, and independence on scarce 
resources. The flexibility as an advantage is shared with solar cells and solar energy 
storage panels and is a feature allowing the solar stills with PCM to be incorporated 
into applications where flexibility is an advantage. Such solar stills that can be rolled 
out onto a roof or other surfaces are one option. Processability is another major sell-
ing point of PCM infused solar stills. Both solar stills with and without PCM depend 
on distillation methods wherein sunrays are concentrated by glass requiring massive 
amounts of energy; with PCM based solar cells, on the other hand, energy is stored 
and for distillation, which yields distillate of desalinated water and complete setup 
are have a possibility of implementation on a larger platform. Flexibility and more 
energy storage capacity allows for up-scaling the production and thus reducing the 
cost per area of PCM solar stills. The promise of low material cost and minimal use 
of scarce materials can be realized with optimized PCM solar stills.

S. No. Height (m) PCM Distillate collected (mL)

1 0.05 No PCM 1595

2 0.05 Phenol 1788

3 0.07 No PCM 1333

4 0.07 Phenol 1478

Table 5. 
Cumulative distillate collected results.

Figure 14. 
Cumulative distillate collected at two heights.
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5. Conclusion and future scope of work

The rationale behind this research work is to apply and analyze the thermal 
energy engendered by the PCM using the incident solar radiation. The practical 
work conducted at two water depths concludes the inverse proportionality between 
the water level and heat released by water; we relate this to the volume occupied by 
the water in the still. It also follows that, as the water depth decreases, the distance 
between the top condensing cover and surface of the water also increases, affecting 
the distillate production.

• The cumulative distillate yield at 0.05 m in the double-slope solar still was 
1595 mL, and 1788 mL when the experimented with no PCM, phenol as PCM.

• The cumulative distillate yield at 0.07 m in the double-slope solar still was 
1333 mL, and 1478 mL, when the experimented with no PCM and phenol as PCM,

• The effectiveness of PCM to be used to enhance solar distillation intersected 
with the depth of water in solar still as the efficiency of still changed.

• Phenol gave an increase of distillate yield of nearly ~11.5%.

The data available could be used to prepare the theoretical model to predict the 
performance of solar stills for solar distillation under the climatic condition in the parts 
of the world (where the intensity of solar irradiation is around 5.44 kWh/m2/day). 
Efficient and optimized stills and solar distillation systems are projected as replacing 
wood with carbon fiber or a more effective insulator. As we can observe in the world 
map, near the tropic of cancer where solar radiation is potent, and seashore is close, 
solar distillation is a viable option in case of water shortage. Solar stills are subject 
to further analysis to separate dirt particles and impurities. Stills can also be used in 
groundwater as well as tap water to improve the quality of water by removing dirt and 
unwanted particles. In essence, solar distillation would play a vital role in meeting world 
freshwater supply demands. The data obtained could be used to investigate the scope of 
solar distillation further. From this investigation, we discovered that for domestic appli-
cation, double-basin single-slope cascade solar still is a suitable and economical design.

Nomenclature

C constant
b average spacing between water and glass surface (m)
d the depth of the water (m)
Gr Grashoff number (dimensionless)
A area of the basin (m2)
hcw convective heat transfer coefficient from water surface to  

glass (W/m2 °C)
k thermal conductivity (W/m °C)
L latent heat of vaporization (J/kg)
mw yield of still per unit area per hour (kg/m2/h)
Pg partial vapor pressure at glass temperature (N/m2)
E energy of incident radiation
Pw partial vapor pressure at water temperature (N/m2)
Ta ambient air temperature (°C)
Tb basin temperature (°C)
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and the rate of hot water leaving the unit. Accordingly, the productivity of the unit 
decreases since the vapor pressure decreases. One also can notice (Figure 11) that 
the rate of production is significant during the day time and gets lower after sunset. 
The outcome of variation of height is that the amount of distillate collected reduced 
with the increase in the height of water in the solar still (Figure 14) [31, 32].

4.2 Advantage of solar still with PCM over ordinary solar still

The potential advantages of solar still with PCM (phenol) are numerous, 
including flexibility, processability, low material cost, and independence on scarce 
resources. The flexibility as an advantage is shared with solar cells and solar energy 
storage panels and is a feature allowing the solar stills with PCM to be incorporated 
into applications where flexibility is an advantage. Such solar stills that can be rolled 
out onto a roof or other surfaces are one option. Processability is another major sell-
ing point of PCM infused solar stills. Both solar stills with and without PCM depend 
on distillation methods wherein sunrays are concentrated by glass requiring massive 
amounts of energy; with PCM based solar cells, on the other hand, energy is stored 
and for distillation, which yields distillate of desalinated water and complete setup 
are have a possibility of implementation on a larger platform. Flexibility and more 
energy storage capacity allows for up-scaling the production and thus reducing the 
cost per area of PCM solar stills. The promise of low material cost and minimal use 
of scarce materials can be realized with optimized PCM solar stills.
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Cumulative distillate collected results.
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5. Conclusion and future scope of work

The rationale behind this research work is to apply and analyze the thermal 
energy engendered by the PCM using the incident solar radiation. The practical 
work conducted at two water depths concludes the inverse proportionality between 
the water level and heat released by water; we relate this to the volume occupied by 
the water in the still. It also follows that, as the water depth decreases, the distance 
between the top condensing cover and surface of the water also increases, affecting 
the distillate production.

• The cumulative distillate yield at 0.05 m in the double-slope solar still was 
1595 mL, and 1788 mL when the experimented with no PCM, phenol as PCM.

• The cumulative distillate yield at 0.07 m in the double-slope solar still was 
1333 mL, and 1478 mL, when the experimented with no PCM and phenol as PCM,

• The effectiveness of PCM to be used to enhance solar distillation intersected 
with the depth of water in solar still as the efficiency of still changed.

• Phenol gave an increase of distillate yield of nearly ~11.5%.

The data available could be used to prepare the theoretical model to predict the 
performance of solar stills for solar distillation under the climatic condition in the parts 
of the world (where the intensity of solar irradiation is around 5.44 kWh/m2/day). 
Efficient and optimized stills and solar distillation systems are projected as replacing 
wood with carbon fiber or a more effective insulator. As we can observe in the world 
map, near the tropic of cancer where solar radiation is potent, and seashore is close, 
solar distillation is a viable option in case of water shortage. Solar stills are subject 
to further analysis to separate dirt particles and impurities. Stills can also be used in 
groundwater as well as tap water to improve the quality of water by removing dirt and 
unwanted particles. In essence, solar distillation would play a vital role in meeting world 
freshwater supply demands. The data obtained could be used to investigate the scope of 
solar distillation further. From this investigation, we discovered that for domestic appli-
cation, double-basin single-slope cascade solar still is a suitable and economical design.

Nomenclature
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b average spacing between water and glass surface (m)
d the depth of the water (m)
Gr Grashoff number (dimensionless)
A area of the basin (m2)
hcw convective heat transfer coefficient from water surface to  
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Chapter 10

Lithium Recovery from Brines 
Including Seawater, Salt Lake 
Brine, Underground Water and 
Geothermal Water
Samadiy Murodjon, Xiaoping Yu, Mingli Li, Ji Duo  
and Tianlong Deng

Abstract

Demand to lithium rising swiftly as increasing due to its diverse applications 
such as rechargeable batteries, light aircraft alloys, air purification, medicine and 
nuclear fusion. Lithium demand is expected to triple by 2025 through the use of 
batteries, particularly electric vehicles. The lithium market is expected to grow from 
184,000 TPA of lithium carbonate to 534,000 TPA by 2025. To ensure the growing 
consumption of lithium, it is necessary to increase the production of lithium from 
different resources. Natural lithium resources mainly associate within granite peg-
matite type deposit (spodumene and petalite ores), salt lake brines, seawater and 
geothermal water. Among them, the reserves of lithium resource in salt lake brine, 
seawater and geothermal water are in 70–80% of the total, which are excellent raw 
materials for lithium extraction. Compared with the minerals, the extraction of 
lithium from water resources is promising because this aqueous lithium recovery is 
more abundant, more environmentally friendly and cost-effective.

Keywords: thermodynamics, lithium energy, lithium recovery, adsorption, 
precipitation, membrane process

1. Introduction

Lithium and its compounds are widely used in manufactured glass, ceramics, 
greases, batteries, refrigerants, chemical reagents and other industries. World lith-
ium reserves are about 14 million tons, mostly 70–80% is stored in salt lake brine, 
geothermal water and solid lithium contained in lithium ore. Currently, many 
researchers are turning their attention to 2600 billion tons of lithium-containing 
seawater, which is about 15,000 times more than solid lithium ores [1].

Figures for lithium resources and reserves differ considerably accordingly to the 
source, although there is a unanimous agreement that lithium resources in brine 
are much larger than those in hard rock [2–6]. The most recent figures from the US 
Geological Survey indicate total lithium resources (brine + hard rock) to be 54.1 million 
tons [5]. Approximate minimum and maximum hard rock lithium resources were 
reported at 12.8 and 30.7 million tons, respectively; while brine field data were reported 
as 21.3 and 65.3 million tons, respectively, for minimum and maximum estimates [3].
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Abstract

Demand to lithium rising swiftly as increasing due to its diverse applications 
such as rechargeable batteries, light aircraft alloys, air purification, medicine and 
nuclear fusion. Lithium demand is expected to triple by 2025 through the use of 
batteries, particularly electric vehicles. The lithium market is expected to grow from 
184,000 TPA of lithium carbonate to 534,000 TPA by 2025. To ensure the growing 
consumption of lithium, it is necessary to increase the production of lithium from 
different resources. Natural lithium resources mainly associate within granite peg-
matite type deposit (spodumene and petalite ores), salt lake brines, seawater and 
geothermal water. Among them, the reserves of lithium resource in salt lake brine, 
seawater and geothermal water are in 70–80% of the total, which are excellent raw 
materials for lithium extraction. Compared with the minerals, the extraction of 
lithium from water resources is promising because this aqueous lithium recovery is 
more abundant, more environmentally friendly and cost-effective.

Keywords: thermodynamics, lithium energy, lithium recovery, adsorption, 
precipitation, membrane process

1. Introduction

Lithium and its compounds are widely used in manufactured glass, ceramics, 
greases, batteries, refrigerants, chemical reagents and other industries. World lith-
ium reserves are about 14 million tons, mostly 70–80% is stored in salt lake brine, 
geothermal water and solid lithium contained in lithium ore. Currently, many 
researchers are turning their attention to 2600 billion tons of lithium-containing 
seawater, which is about 15,000 times more than solid lithium ores [1].

Figures for lithium resources and reserves differ considerably accordingly to the 
source, although there is a unanimous agreement that lithium resources in brine 
are much larger than those in hard rock [2–6]. The most recent figures from the US 
Geological Survey indicate total lithium resources (brine + hard rock) to be 54.1 million 
tons [5]. Approximate minimum and maximum hard rock lithium resources were 
reported at 12.8 and 30.7 million tons, respectively; while brine field data were reported 
as 21.3 and 65.3 million tons, respectively, for minimum and maximum estimates [3].
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Lithium has various uses, but its abundance in nature is only 0.0018% [7]. The 
use of lithium on ceramics enriched with Li6 is up to 15% for use in the production 
of tritium [8, 9]. In addition, enriched Li6 is very expensive, what is commensurate 
with the value of gold. Consequently, it is necessary to extract and recycle lithium 
from the waste of solid breeding materials. Hence widespread use of lithium in 
various spheres, many studies have been conducted to extract lithium from various 
sources.

Lithium demand is expected to grow continuously and dramatically in the com-
ing years as different types of lithium batteries are the most promising candidates 
for powering electric or hybrid vehicles [10, 11]. Lithium batteries include both 
current technologies such as lithium-ion and growing battery technologies such as 
lithium-sulfur or lithium-air [12–15].

Lithium demand is projected to increase by ~60% from 102,000 to 162,000 
tonnes of lithium carbonate equivalent in the next 5 years, with battery applications 
taking a huge percentage of this growth [16, 17]. It was reported that the present 
lithium resource in continental and Salar brines is roughly 52.3 million tons of 
lithium equivalent, mainly in Argentina, Chile and Bolivia, from which 23.2 million 
tons can be extracted [18]. From the other side, lithium from mineral resources is 8.8 
million tons, where there are huge deposits in the United States, Russia and China. 
Evans estimated lithium reserves and recoverable resources at 29.79 million tons [19].

Meanwhile, the general public mainly associates lithium batteries with portable 
electronics and electric and hybrid vehicles, large storage capacity lithium batter-
ies are also a lead candidate for a possible energy storage solution for the electric 
grid, intelligent network, etc. Batteries with large capacity are needed to store green 
energy, wind, that is, sun and waves, all this by their nature intermittent sources of 
energy [20–30]. Nowadays battling to achieve a greater percentage of green energy, 
high-capacity batteries or energy banks are mandatory. Basically, if in the near future 
we want our energy matrix to be highly dependent on renewable energy, energy 
banks will be needed to provide continuous energy to the grid, during the time these 
intermittent energy sources are either off or not working completely (no wind, no 
waves, at night) [20–22]. After all, on its own of the energy source, high-capacity 
batteries are also an alternative for storing energy during periods of low demand, 
allowing this excess energy to be re-injected into the grid at high demand peaks [24].

Currently, lithium is relatively not expensive (a ton of Li2CO3 is about 15,000 
USD), the market shows that, its price is rising with increasing demand [25].

In China, lithium prices have risen about 300% since 2016, and contract prices 
for existing manufacturers have risen to more than 16,000 USD per tonne.

Because of the exhaustion of lithium ores, recent studies have shown recovery of 
lithium from seawater, brine and geothermal water. Production of lithium from water 
resources has become more important due to its wide availability, ease of process and 
cost-effectiveness compared with its production from various resources [26].

Many methods for extracting lithium from seawater, brines and geothermal 
water have been reported [27]: solvent extraction, including precipitation, liquid-
liquid extraction, selective membrane separation, electrodialysis, ion exchange 
adsorption, etc. [28–34]. Of these methods, the most attention was paid to ion 
exchange adsorption methods based on lithium-ion sieves because of their good 
lithium-ion selectivity and high adsorption properties [35–37]. From the point 
of view of cost and efficiency, extraction of lithium ions from solutions by ion 
exchange adsorption is an important method [38].

Various methods of removing lithium from water have been proposed in recent 
years. In their midst, adsorption has been proven to be a perfect way to extract 
lithium, offering significant benefits, such as availability, lower cost, profitability, 
efficiency and easy operation. For lithium removal, various Li adsorbent materials 
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have previously been reported, including metal oxides, clay minerals, silicotitanates 
and zirconium phosphate. The main attention of the researchers was focused on the 
adsorbents of titanium-lithium ion sieves [39–43] manganese-lithium ion sieves 
[44–50] and aluminum salts [51, 52]. Adsorbents of aluminum salts [52] showed 
stable and high selectivity for Li+ with lithium absorption of only 2–3 mg g−1. By 
Chitrakar et al. [53] nanoscale H2TiO3 was synthesized by solid-phase reaction and 
its adsorption capacity with lithium reached 32 mg g−1 [41]. Tang et al. and Zhang 
et al. were synthesized H2TiO3 using different raw materials [41, 42]. Wang et al. 
synthesized lithium-enriched β-Li2TiO3 with a maximum lithium absorption of 
76.7 mg g−1 in LiOH alkali solution [43]. Despite the fact the maximum absorption 
of Li+ adsorbent H2TiO3 from the lithium-enriched solution has reached 76.7 mg 
g−1, the high cost of synthesis and loss of dissolution of the titanium ion is still an 
obstacle. Chitrakar et al. by hydrothermal reaction synthesized Li1.6Mn1.6O4 and 
with 52 mg g−1 Li+ adsorption capacity [48]. By Xiao et al. synthesized spinel-struc-
tured hydrogen oxides of manganese, the saturated adsorption capacity of which 
was up to 42 mg g−1 [54]. 1-D MnO2 was synthesized with a maximum adsorption 
capacity reaching 46.34 mg g−1 in LiOH solution (C0 = 35 mg L−1) [50]. In this case, 
the dismutation reaction during etching can lead to distortion of the lattice and 
dissolution of manganese, which will violate its cyclicality.

In addition to lithium and magnesium, the treated salt lake brines may contain 
significant concentrations of potassium, sodium and boron. Zhou et al. compared 
the competitive sequences for several cations using TBP/FeCl3 in MIBK as the 
extractant [55–57]. However, quantitative correlations for competing for ion extrac-
tions, which are crucial in industrial design, were not reported.

The review is devoted to the extraction of lithium from brines, marine and geo-
thermal waters, the collection of different methods of lithium extraction from water 
resources, which makes it possible to compare different methods that determine the 
optimal path for further research. Moreover, scientists around the world are chal-
lenged to find a way to extract lithium from water resources that are environmen-
tally friendly, highly selective, economical, time-efficient and easy to process.

2. Lithium extraction

Lithium is comparatively abundant on the earth’s crust, being the affluent 25th 
more element [58]. More than 150 minerals contain lithium, in solid sediments, in 
geothermal waters, in many continental brines and in seawater. The concentration 
of lithium in seawater is very low, with an average of 0.17 ppm [3, 59]. The change in 
concentration from 1 to 100 ppm shows geothermal waters around the world [2, 4]. 
Although lithium deposits in all of the above forms are widespread throughout the 
world, only a very few are large enough and/or concentrated to potentially allow their 
exploitation. Several high-grade lithium minerals and brines are the only ones cur-
rently manufacturing at lithium extraction [2–4].

Interest in the recycling of lithium batteries has grown in recent years. However, 
recycling is still not economically attractive if compared with the mining of the 
raw materials [60]. Facilities for recycling are now available in the USA, Canada, 
Belgium, Germany and Japan. However, lithium availability from recycling is 
insignificant as compared with mined raw materials [61].

Figures for lithium resources and reserves differ considerably accordingly to 
the source, although there is unanimously agreement that lithium resources in 
brine are much larger than those in hard rock [2–4, 6]. The latest data from the 
U.S. Geological Survey show that total lithium resources (brine + hard rock) are 54.1 
million tons. It was reported that the minimum and maximum reserves of lithium 
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in hard rocks were 12.8 and 30.7 million tons, respectively; while the brine field 
data were reported as 21.3 and 65.3 million tons, respectively, for the minimum and 
maximum evaluation [3].

3. Lithium resources

In contradistinction to the uses of lithium, it is necessary to discuss the question 
of responsibility for Li from a variety of sources. The economic efficiency of lithium 
is found in minerals, clays and brines. High-grade lithium ores and brines are the 
current sources for all commercial lithium manufacture. Figure 1(a) demonstrates 
the distribution of lithium over different resources. The figure shows that conti-
nental brine is the largest resource (59%) for lithium, followed by solid rock (25%). 
Figure 1(b) demonstrates the spread of lithium across countries. The largest of the 
studied lithium deposits are in Bolivia and Chile. Figure 1(c) demonstrates the dis-
tribution of lithium production across countries. The main producers and exporters 
of lithium ores are Chile and Australia. Chile and China have huge resources of 
lithium ore. Canada, Russia, Serbia and Congo (Kinshasa) have lithium ores of 
about 1 million tons each, and equal reserve for Brazil is total 180,000 tons [62].

It is estimated that the earth’s crust contains an average of about 0.007% lithium. 
In nature, lithium does not occur freely, but it occurs in small quantities in almost 
all magmatic breeds and the ocean, in seawater, in the waters of many mineral 
springs. Of the approximately 20 known minerals containing lithium, only 4, that 
is, Lepidolite (KLi1.5Al1.5[Si3O10][F,OH]2), Spodumene (LiO2·Al2O3·4SiO2), Petalite 
(LiO2·Al2O3·8SiO2) and Amblygonite (LiAl[PO4][OH,F]) are known to occur in 
quantities sufficient for commercial interest as well industrial importance [63–66]. 
The spodumen (LiAlSi2O6) mineral is the most significant industrial lithium ore 
mineral. Minerals of lithium also exist as cookeite as (LiAl4(Si3Al)O10(OH)8) in 
fine hydrothermal veins of quartz. Taeniolite (KLiMg2 Si4O10F2) is present in veins 
of smoky quartz in recrystallized novaculite, in manganese deposits the appear-
ance of Lithiophorite ((Al, Li) Mn4+O2(OH)) is noted. Pegmatites, Taeniolite, 
Lithiophorite and Cookeite are considered to be economically inefficient sources 
of lithium [67–69]. A large part of the lithium is extracted from brine or seawater 
has a high concentration of lithium carbonate. In the earth’s crust, there are brines 
called continental brines/subsurface brines are the main source for the production 
of lithium (lithium carbonate). The literature reports that lithium is also present in 
seawater at about 0.17 mg L−1. Lithium is found in significant quantities in oil well 
brines and geothermal waters. These sources of brine and seawater are considered 
less expensive than mining from rocks such as spodumene, lepidolite, amblygonite 
and petalite containing lithium.

Figure 1. 
The distribution of lithium (a) different natural resources, (b) worldwide distribution, (c) the number of 
producers around the world.

191

Lithium Recovery from Brines Including Seawater, Salt Lake Brine, Underground Water…
DOI: http://dx.doi.org/10.5772/intechopen.90371

4. Lithium extraction from various resources

4.1 Lithium extraction from brine

Extracting lithium from brine is an important potential resource. When consid-
ered from an economic and scientific perspective, the following points are important 
to consider lithium recovery from brine: (1) suitability of pond soil and admissibility 
of the area for solar evaporation; (2) the concentration of lithium in brine; (3) the 
ratio of alkali metals and alkaline earth elements to lithium and (4) the complexity 
of the phase chemistry. The resources of brines containing lithium can be divided 
into three types: evaporative, geothermal and oilfield brines. In the process of 
evaporation of the brine about 50% of the original natural brine, lithium remains 
in the residual brine. This expression has been ascribed to the retention of lithium 
by precipitated salts. Residual brine is highly loaded with Mg2+ as compared with K+ 
and Na+, this makes it difficult to extract lithium from this residual brine [70].

The extraction of lithium from brine does not correspond to any general regu-
larity since each process is specific depending on the composition of the brine field. 
Typical lithium production technology used for lithium extraction by Outotec®, 
where different methods such as precipitation, solvent extraction and flotation were 
used (Figure 2). Lithium extraction by Outotec® uses a lithium carbocation pro-
cess to produce lithium [71]. Various lithium separation and purification methods 
have been reported in the literature, which is discussed below. By Chagnes and 
Swiatowska the general technological scheme of lithium production from brine and 
seawater is proposed [72]. In this method, liquid-liquid extraction, ion exchange, 
electrodialysis and adsorption are important hydrometallurgical processes neces-
sary to concentrate lithium before production [72]. Table 1 discusses and summa-
rizes the extraction of lithium from both brine and synthetic brine in various ways.

4.2 Recovery of lithium from brine by precipitation

Pelly et al., Epstein et al. and Kalpan et al. it has been reported that lithium 
recovery as precipitation of lithium aluminate from Dead sea brine and final brine 
[73–75]. Pelly et al. have reported, it is necessary to control the pH of the brine 
through dilution to achieve 90% extraction efficiency end brine and Dead sea 
brine [73]. As indicated, the optimal pH should be in the range of 6.6–7.2 For Dead 
sea brine and 6.8–7.0 for end brine. The optimum reaction time should be 3 hours 
at room temperature. AlCl3·6H2O (30–40 g L−1) was added to the brine. The 
negative effect was given by higher temperature, but better yields were obtained at 
room temperature and the yield decreased with increasing temperature [73]. The 
importance of extracting lithium from the Dead sea by precipitation as lithium 
aluminate followed by liquid-liquid extraction to separate lithium from aluminum 
with economic evaluation was reported [74]. Kaplan et al. reported on the process 
of extracting lithium by lithium aluminate from Dead sea brine by precipitation 
[75]. A small amount of lithium, which is mainly present as LiCl, was precipitated 
as a lithium aluminate precipitate using ammonia and aluminum salt at room 
temperature. Although subsequent reduction processes both by dissolving lithium 
in sulfuric acid and followed by precipitation with calcium chloride lithium were 
reduced as alum [75]. An et al. reported on the process of extracting lithium from 
brine collected in Salar de Uyuni, Bolivia. Mg and Ca were extracted from the 
brine as Mg(OH)2 and gypsum (CaSO4·2H2O) using sulfate and lime. Both CAO 
and MgO were extracted using oxalic acid followed by firing using residual Ca and 
Mg. In the end, by heating at 80–90°C lithium was recovered in the form of Li2CO3. 
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of smoky quartz in recrystallized novaculite, in manganese deposits the appear-
ance of Lithiophorite ((Al, Li) Mn4+O2(OH)) is noted. Pegmatites, Taeniolite, 
Lithiophorite and Cookeite are considered to be economically inefficient sources 
of lithium [67–69]. A large part of the lithium is extracted from brine or seawater 
has a high concentration of lithium carbonate. In the earth’s crust, there are brines 
called continental brines/subsurface brines are the main source for the production 
of lithium (lithium carbonate). The literature reports that lithium is also present in 
seawater at about 0.17 mg L−1. Lithium is found in significant quantities in oil well 
brines and geothermal waters. These sources of brine and seawater are considered 
less expensive than mining from rocks such as spodumene, lepidolite, amblygonite 
and petalite containing lithium.

Figure 1. 
The distribution of lithium (a) different natural resources, (b) worldwide distribution, (c) the number of 
producers around the world.
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4. Lithium extraction from various resources

4.1 Lithium extraction from brine

Extracting lithium from brine is an important potential resource. When consid-
ered from an economic and scientific perspective, the following points are important 
to consider lithium recovery from brine: (1) suitability of pond soil and admissibility 
of the area for solar evaporation; (2) the concentration of lithium in brine; (3) the 
ratio of alkali metals and alkaline earth elements to lithium and (4) the complexity 
of the phase chemistry. The resources of brines containing lithium can be divided 
into three types: evaporative, geothermal and oilfield brines. In the process of 
evaporation of the brine about 50% of the original natural brine, lithium remains 
in the residual brine. This expression has been ascribed to the retention of lithium 
by precipitated salts. Residual brine is highly loaded with Mg2+ as compared with K+ 
and Na+, this makes it difficult to extract lithium from this residual brine [70].

The extraction of lithium from brine does not correspond to any general regu-
larity since each process is specific depending on the composition of the brine field. 
Typical lithium production technology used for lithium extraction by Outotec®, 
where different methods such as precipitation, solvent extraction and flotation were 
used (Figure 2). Lithium extraction by Outotec® uses a lithium carbocation pro-
cess to produce lithium [71]. Various lithium separation and purification methods 
have been reported in the literature, which is discussed below. By Chagnes and 
Swiatowska the general technological scheme of lithium production from brine and 
seawater is proposed [72]. In this method, liquid-liquid extraction, ion exchange, 
electrodialysis and adsorption are important hydrometallurgical processes neces-
sary to concentrate lithium before production [72]. Table 1 discusses and summa-
rizes the extraction of lithium from both brine and synthetic brine in various ways.

4.2 Recovery of lithium from brine by precipitation

Pelly et al., Epstein et al. and Kalpan et al. it has been reported that lithium 
recovery as precipitation of lithium aluminate from Dead sea brine and final brine 
[73–75]. Pelly et al. have reported, it is necessary to control the pH of the brine 
through dilution to achieve 90% extraction efficiency end brine and Dead sea 
brine [73]. As indicated, the optimal pH should be in the range of 6.6–7.2 For Dead 
sea brine and 6.8–7.0 for end brine. The optimum reaction time should be 3 hours 
at room temperature. AlCl3·6H2O (30–40 g L−1) was added to the brine. The 
negative effect was given by higher temperature, but better yields were obtained at 
room temperature and the yield decreased with increasing temperature [73]. The 
importance of extracting lithium from the Dead sea by precipitation as lithium 
aluminate followed by liquid-liquid extraction to separate lithium from aluminum 
with economic evaluation was reported [74]. Kaplan et al. reported on the process 
of extracting lithium by lithium aluminate from Dead sea brine by precipitation 
[75]. A small amount of lithium, which is mainly present as LiCl, was precipitated 
as a lithium aluminate precipitate using ammonia and aluminum salt at room 
temperature. Although subsequent reduction processes both by dissolving lithium 
in sulfuric acid and followed by precipitation with calcium chloride lithium were 
reduced as alum [75]. An et al. reported on the process of extracting lithium from 
brine collected in Salar de Uyuni, Bolivia. Mg and Ca were extracted from the 
brine as Mg(OH)2 and gypsum (CaSO4·2H2O) using sulfate and lime. Both CAO 
and MgO were extracted using oxalic acid followed by firing using residual Ca and 
Mg. In the end, by heating at 80–90°C lithium was recovered in the form of Li2CO3. 
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As a result of precipitation processes with a high content of pure (99.55%) and 
crystalline Li2CO3 were reduced [93].

4.3 Ion-exchange method of lithium recovery from brine

Through the use of a specially made resin/aluminates composite/inorganic 
ion exchanger, from brine lithium can be recovered productively. Bukowski et al. 
reported through a process of carbocation and ion exchange an extract of pure LiCl 
from brines containing higher levels of CaCl2 and MgCl2 [77]. Three different ion 
exchange resins Y80-N Chemie AG (Chemie AG Bitterfeld-Wolfen)), TP207 resin 
(Bayer AG), (MC50 resin, (Chemie AG Bitterfeld-Wolfen) for lithium extraction 
from synthetic brine were investigated. As a result of the conducted researches, it is 
established that it is possible to clean LiCl solutions with Y 80 resin at room tempera-
ture and with TP 207 resin at 50°C [77]. Hui et al. synthesis of H2TiO3 ion exchanger 
and extraction of lithium from the brine of natural gas wells have been reported 
[76]. Ion exchanger H2TiO3 was synthesized from Li2CO3 and TiO2 or precipitation of 
LiOH and TiO2 followed by calcination at 400–800°C. Ion exchanger H2TiO3 pro-
vided high selectivity for Li+ at an exchange capacity of Li+ 25.34 mg g−1 in mixtures 

Figure 2. 
Outotec lithium production technology from brine. Reproduced with permission from Outotec.
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As a result of precipitation processes with a high content of pure (99.55%) and 
crystalline Li2CO3 were reduced [93].

4.3 Ion-exchange method of lithium recovery from brine

Through the use of a specially made resin/aluminates composite/inorganic 
ion exchanger, from brine lithium can be recovered productively. Bukowski et al. 
reported through a process of carbocation and ion exchange an extract of pure LiCl 
from brines containing higher levels of CaCl2 and MgCl2 [77]. Three different ion 
exchange resins Y80-N Chemie AG (Chemie AG Bitterfeld-Wolfen)), TP207 resin 
(Bayer AG), (MC50 resin, (Chemie AG Bitterfeld-Wolfen) for lithium extraction 
from synthetic brine were investigated. As a result of the conducted researches, it is 
established that it is possible to clean LiCl solutions with Y 80 resin at room tempera-
ture and with TP 207 resin at 50°C [77]. Hui et al. synthesis of H2TiO3 ion exchanger 
and extraction of lithium from the brine of natural gas wells have been reported 
[76]. Ion exchanger H2TiO3 was synthesized from Li2CO3 and TiO2 or precipitation of 
LiOH and TiO2 followed by calcination at 400–800°C. Ion exchanger H2TiO3 pro-
vided high selectivity for Li+ at an exchange capacity of Li+ 25.34 mg g−1 in mixtures 

Figure 2. 
Outotec lithium production technology from brine. Reproduced with permission from Outotec.
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of alkaline earth metal and an alkali metal. From brine ion exchanger H2TiO3 showed 
97% exchange rate and 98% elution rate for Li+ [76]. Chitrakar et al. reported with 
the same H2TiO3 ion exchanger extract lithium from Salt lake brine. Adsorption of 
lithium ions by H2TiO3 ion exchanger according to Langmuir model having exchange 
capacity for Li+ 25.34, 32.6 mg g−1 at pH 6.5 from brine was reported [53].

4.4 Liquid-liquid method of lithium recovery from brine

Many studies have provided my traditional liquid-liquid extraction and liquid-
liquid extraction by ionic liquids (ILs) have been reported for lithium extraction 
from brine. Gabra et al. using synthetic solutions of nbutanol containing different 
amounts of lithium, potassium, calcium and sodium chloride, a laboratory-scale 
of LiCl extraction process were developed. A method for lithium reduction for 
separation and LiCl reduction is proposed, derived from distribution coefficients, 
separation coefficients and the presentation of McCabe-Thiel results. According to 
this method, 99.6% purity of LiCl can be restored [78]. Liquid-liquid extraction of 
lithium from brines by alcohol such as isoamyl alcohol and n-butanol, combined 
with precipitation of the lithium-aluminum complex reported by Bukowski et al. 
The amount of LiCl extraction from brine at pH 5.4 with different alcohol follow 
the order: 2-ethyl-1,3-hexanediol > isoamyl alcohol > di-isopropyl ether > diethyl 
ether and can extract 32.8, 25.2, 11.4, 9.1% lithium, respectively, along with Na, 
Mg and Ca. Lithium extraction was also studied using a binary mixture of the 
above compounds in a 1:1 ratio at a pH of 5.4. 2-ethyl-1,3-hexanediol mixed with 
isoamyl alcohol is suitable for 90% LiCl reduction as well as suppression of metal 
co-extraction [79]. Zhou et al. reported the extraction of lithium from brine sources 
using tributyl phosphate (TBP) in three different diluents [55]. Three salt solutions 
(ZnCl2, FeCl3 and CrCl3) were selected as co-extractors to investigate the possibility 
of extracting lithium metal from brine sources. The method of liquid-liquid extrac-
tion equilibrium of lithium with tributyl phosphate (TBP) in methylisobutyl ketone 
(MIBC), TBP in kerosene and TBP in 2-octanol was analyzed. In liquid–liquid 
extraction, lithium equilibrium is investigated by FeCl3 solution as a co-extractor. 
The results showed that the extraction efficiency followed the sequence: TBP/2-
octanol < TBP/kerosene < TBP/MIBK. It was significantly larger than the TBP/2-
octanol system than the TBP/MIBK and TBP/kerosene systems for lithium recovery 
[55]. A method for extracting lithium from neutral brines using beta-diketone and 
trioctyl phosphine oxide in benzene was patented by Baldwin and Seeley [80]. The 
mechanism of extraction was discussed in more detail with scientists [81].
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from brine

Unlike traditional liquid-liquid extraction, ionic liquid extraction is consid-
ered not only as a solvent but also as a co-extraction reagent. Gao et al. reported 
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of alkaline earth metal and an alkali metal. From brine ion exchanger H2TiO3 showed 
97% exchange rate and 98% elution rate for Li+ [76]. Chitrakar et al. reported with 
the same H2TiO3 ion exchanger extract lithium from Salt lake brine. Adsorption of 
lithium ions by H2TiO3 ion exchanger according to Langmuir model having exchange 
capacity for Li+ 25.34, 32.6 mg g−1 at pH 6.5 from brine was reported [53].

4.4 Liquid-liquid method of lithium recovery from brine

Many studies have provided my traditional liquid-liquid extraction and liquid-
liquid extraction by ionic liquids (ILs) have been reported for lithium extraction 
from brine. Gabra et al. using synthetic solutions of nbutanol containing different 
amounts of lithium, potassium, calcium and sodium chloride, a laboratory-scale 
of LiCl extraction process were developed. A method for lithium reduction for 
separation and LiCl reduction is proposed, derived from distribution coefficients, 
separation coefficients and the presentation of McCabe-Thiel results. According to 
this method, 99.6% purity of LiCl can be restored [78]. Liquid-liquid extraction of 
lithium from brines by alcohol such as isoamyl alcohol and n-butanol, combined 
with precipitation of the lithium-aluminum complex reported by Bukowski et al. 
The amount of LiCl extraction from brine at pH 5.4 with different alcohol follow 
the order: 2-ethyl-1,3-hexanediol > isoamyl alcohol > di-isopropyl ether > diethyl 
ether and can extract 32.8, 25.2, 11.4, 9.1% lithium, respectively, along with Na, 
Mg and Ca. Lithium extraction was also studied using a binary mixture of the 
above compounds in a 1:1 ratio at a pH of 5.4. 2-ethyl-1,3-hexanediol mixed with 
isoamyl alcohol is suitable for 90% LiCl reduction as well as suppression of metal 
co-extraction [79]. Zhou et al. reported the extraction of lithium from brine sources 
using tributyl phosphate (TBP) in three different diluents [55]. Three salt solutions 
(ZnCl2, FeCl3 and CrCl3) were selected as co-extractors to investigate the possibility 
of extracting lithium metal from brine sources. The method of liquid-liquid extrac-
tion equilibrium of lithium with tributyl phosphate (TBP) in methylisobutyl ketone 
(MIBC), TBP in kerosene and TBP in 2-octanol was analyzed. In liquid–liquid 
extraction, lithium equilibrium is investigated by FeCl3 solution as a co-extractor. 
The results showed that the extraction efficiency followed the sequence: TBP/2-
octanol < TBP/kerosene < TBP/MIBK. It was significantly larger than the TBP/2-
octanol system than the TBP/MIBK and TBP/kerosene systems for lithium recovery 
[55]. A method for extracting lithium from neutral brines using beta-diketone and 
trioctyl phosphine oxide in benzene was patented by Baldwin and Seeley [80]. The 
mechanism of extraction was discussed in more detail with scientists [81].

4.5  Liquid-liquid extraction using ionic liquid method to extract lithium  
from brine

Unlike traditional liquid-liquid extraction, ionic liquid extraction is consid-
ered not only as a solvent but also as a co-extraction reagent. Gao et al. reported 
the extraction of lithium from salt lake brine using tri-isobutyl phosphate in 
ionic liquid and kerosene [82]. Three ionic liquids (ILs) have been reported, 
that is, 1-ethyl-3-methyl-imidazolium-bis[(trifluoromethyl)-sulfonyl]-imide, 
1-butyl-3-methylimidazolium-bis[(trifluoromethyl)-sulfonyl]-imide and 1-butyl-
3-methylimidazolium-hexafluorophosphate with triisobutyl phosphate (TIBP) and 
kerosene for ion recovery lithium from salt lake brine. The results show that the 
best selective lithium extraction was obtained using IL 1-ethyl-3-methylimidazole 
bis[(trifluoromethyl)-sulfonyl] imide. Under optimal extraction conditions, the 
one-stage efficiency of lithium ion extraction was 83.71% and the one-stage distil-
lation efficiency was 85.61% at 1.0 mol L−1 HCl in 1.0 mol L−1 NaCl as a stripping 



Thermodynamics and Energy Engineering

196

agent at (O/A) = 2 [82]. Also, lithium extraction from brine is performed using 
imidazolium-containing ionic liquids with varying alkyl chain lengths in a series 
of ionic liquids based on 1-alkyl-3-methylimidazolium (ILs), in which the alkyl 
chain lengths are 4-butyl (C4), 5-pentyl (C5), 6-hexyl (C6), 7-heptyl (C7), 8-octyl 
(C8) or 9-nonyl (C9), in the presence of tri-isobutyl phosphate (TIBP) and kerosene 
systems presented by Gao et al. [83]. Studies have shown that the shorter the alkyl 
chain length of imidazolibased ILs, the higher the lithium recovery efficiency. 
Optimal lithium extraction can be achieved using ionic liquids based on n-butyl 
(C4) based on 1-alkyl-3-methylimidazoline (ILs). With a single contact of extrac-
tion and distillation, the efficiency of lithium extraction under optimal conditions 
was 74.14 and 86.37%, respectively. And the optimal condition was ionic liquids 
based on N-butyl-3-methylimidazole: TIBP: kerosene = 1:8:1 (vol/vol), pH = 5.0, 
O/A = 2.0 at the extraction stage using 1 mol L−1 HCl at O/A = 3 at the distillation 
stage [83]. Separation of lithium and magnesium from Salt lake brine by liquid-
liquid extraction using ILs containing tributyl phosphate, reported Chenglong 
et al. [84, 85]. Tributyl phosphate (TBP), ILs and 1-octyl-3-methylimidazolium 
hexafluorophosphate, respectively, were used as the extraction medium and 
extractant for lithium extraction from Salt lake brine. The most suitable conditions 
for the extraction of this system were the ratio of TBP/ILs at 9/1(vol), O/A at 2:1. 
The pH of the brines of salt lakes is maintained constant. The obtained data show 
that the efficiency of single-stage extraction of lithium and magnesium was 80.64 
and 5.30%, respectively. The total extraction efficiency of 99.42% was achieved 
by three-stage countercurrent extraction. With a one-stage method of remov-
ing lithium and magnesium, the efficiency was at A/O phase ratio of 298.78 and 
99.15%, respectively, at 80°C. Provisional result showed that ILs has the potential 
to replace volatile organic solvents in liquid-liquid recovery of lithium cations [84]. 
At room temperature, ionic liquid solvent extraction of lithium cations using TBP 
was reported by Chenglong et al. The authors used TBP against the widely used ILs 
bis(trifluoromethylsulfonyl) imide and quantitative reduction of lithium [85].

4.6 Membrane process of extraction of lithium from brine

The extraction of lithium from brine by membrane method is a relatively mod-
ern and novel technology reported by various authors, which are discussed below. 
Through electroelectrodialysis with bipolar membranes, the production of lithium 
hydroxide from brines has been reported by Jiang et al. [86]. In a laboratory-scale 
process, a sequentially configured electro-electrodialysis with a bipolar membrane 
was installed with a permutation of the conventional electrodialysis stack. Standard 
electrodialysis stacks were reconfigured using five cation exchange membranes and 
four anion exchange membranes. With conventional electrodialysis and Na2CO3, 
through preconcentrating and precipitating brine, respectively, 98% pure Li2CO3 
powder can be recovered. The authors investigated the influence of current density 
and raw material concentration on the production of lithium hydroxide (LiOH). 
Cost-effective was electro-electrodialysis with bipolar membranes at a current 
density of 30 mA/cm2 and a feed concentration of 0.18 MPa. Jiang et al. argued 
that the process is environmentally friendly and cost-effective [86]. The extrac-
tion of lithium from salt lake brine by membrane electrolysis was reported by Liu 
et al. [87]. Different technological parameters are optimized: the distance between 
the anode and the cathode, the initial concentration of lithium in the analyte, the 
electrolyte temperature, the electrolysis time and the surface density of the active 
substrate. The electrode demonstrates a remarkable Li+ 38.9 mg g−1 exchange capac-
ity and an analyte pH value below 8.00 at optimal conditions [87]. Extraction of 
lithium from Dead sea brine by membrane separation using an ion-exchange hybrid 
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process reported by Jagur-Grodzinski and Schori [88]. Lithium cations can be selec-
tively permeated by solvent-polymer membranes. Better selectivity of Li+ transport 
by Mg2+ and Ca2+ gave membranes with (2-ethylhexyl)-diphenyl phosphate. No 
significant changes in membrane permeability and selectivity were observed during 
the 6 months of operation. Preliminary concentration of lithium and subsequent 
selective separation of lithium by membrane and ion exchange fusion were 
described by Jagur-Grodzinski and Schori. The expediency of lithium separation 
by combination of ion exchange process and membrane is substantiated [88]. The 
processes of concentration and separation of lithium from brine by reverse osmosis, 
nanofiltration was used. Sun et al. reported the isolation of lithium and magnesium 
from brine using a desalination nanofiltration membrane [89]. Magnesium lithium 
rejection rate was estimated by optimizing various operational parameters such 
as pressure, supply water temperature, pH and Mg2+ to Li+ ratio. Lithium extrac-
tions from salt lake brine using RO and NF processes have also been investigated. 
Studies show that the separation of magnesium and lithium was strongly dependent 
on the operating pressure, Mg2+/Li+ ratio and pH [89]. Lithium recovery from 
salt lake brine has been reported using NF and a low-pressure RO membrane by 
Somrani et al. [90]. Lithium selective membrane NF90 compared with XLE with 
low-pressure reverse osmosis membrane. For Li+ extraction, the NF90 membrane 
is more efficient than the XLE on the low pressure RO membrane due to its higher 
permeability to clean water and 0.1 m NaCl solution. A lower critical pressure 
(Pc = 0) and higher selectivity were obtained at a low operating transmembrane 
pressure (<15 bar) between monovalent cations (40%). Nf90 membrane showed 
100% magnesium rejection in the initial step separation from dilute brine (15% for 
Li+, 10 times dilution). An 85% separation between Mg2+/Li+ was achieved in the 
final. Lithium can easily be separated by dialysis from the solution [90].

5. Lithium extraction from seawater

In the near future, to meet the needs of the world community in lithium, the 
ocean is considered the most important and promising resource for lithium [66]. It 
is reported that the total amount of lithium reserves in the oceans is approximately 
2.6 × 1011 t [91]. Lithium extraction from hydromineral sources is carried out on a 
semi-industrial and industrial scale in the USA from salt lakes [66, 92, 94, 95], in 
Japan from thermal waters [96, 97], in Israel from the Dead sea [66, 73]. The extrac-
tion of lithium metal from geothermal and brine has also been studied in Russia, 
Germany, Bulgaria and Korea [98]. Typically, lithium is extracted from seawater 
by these two processes: (1) co-precipitation and extraction process and (2) ion 
exchange and sorption process.

Various methods have emerged with the development of technology, such as 
liquid-liquid extraction, a membrane process is used to extract lithium from seawa-
ter Table 2. The process of lithium extraction from both brine and synthetic brine 
has been considered and generalized through various processes such as liquid–liq-
uid extraction, ion exchange and sorption, co-deposition and membrane processes.

5.1 Co-precipitation method for extracting lithium from seawater

Like other methods, it has not received wide application the extraction process 
of lithium recovery and extraction by co-precipitation. For lithium recovery, an 
important problem is the presence of higher concentrations of alkali and alkali 
metals in seawater. The alkali metal group has a very similar parameter, which creates 
problems for lithium recovery. The problems associated with lithium recovery from 
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agent at (O/A) = 2 [82]. Also, lithium extraction from brine is performed using 
imidazolium-containing ionic liquids with varying alkyl chain lengths in a series 
of ionic liquids based on 1-alkyl-3-methylimidazolium (ILs), in which the alkyl 
chain lengths are 4-butyl (C4), 5-pentyl (C5), 6-hexyl (C6), 7-heptyl (C7), 8-octyl 
(C8) or 9-nonyl (C9), in the presence of tri-isobutyl phosphate (TIBP) and kerosene 
systems presented by Gao et al. [83]. Studies have shown that the shorter the alkyl 
chain length of imidazolibased ILs, the higher the lithium recovery efficiency. 
Optimal lithium extraction can be achieved using ionic liquids based on n-butyl 
(C4) based on 1-alkyl-3-methylimidazoline (ILs). With a single contact of extrac-
tion and distillation, the efficiency of lithium extraction under optimal conditions 
was 74.14 and 86.37%, respectively. And the optimal condition was ionic liquids 
based on N-butyl-3-methylimidazole: TIBP: kerosene = 1:8:1 (vol/vol), pH = 5.0, 
O/A = 2.0 at the extraction stage using 1 mol L−1 HCl at O/A = 3 at the distillation 
stage [83]. Separation of lithium and magnesium from Salt lake brine by liquid-
liquid extraction using ILs containing tributyl phosphate, reported Chenglong 
et al. [84, 85]. Tributyl phosphate (TBP), ILs and 1-octyl-3-methylimidazolium 
hexafluorophosphate, respectively, were used as the extraction medium and 
extractant for lithium extraction from Salt lake brine. The most suitable conditions 
for the extraction of this system were the ratio of TBP/ILs at 9/1(vol), O/A at 2:1. 
The pH of the brines of salt lakes is maintained constant. The obtained data show 
that the efficiency of single-stage extraction of lithium and magnesium was 80.64 
and 5.30%, respectively. The total extraction efficiency of 99.42% was achieved 
by three-stage countercurrent extraction. With a one-stage method of remov-
ing lithium and magnesium, the efficiency was at A/O phase ratio of 298.78 and 
99.15%, respectively, at 80°C. Provisional result showed that ILs has the potential 
to replace volatile organic solvents in liquid-liquid recovery of lithium cations [84]. 
At room temperature, ionic liquid solvent extraction of lithium cations using TBP 
was reported by Chenglong et al. The authors used TBP against the widely used ILs 
bis(trifluoromethylsulfonyl) imide and quantitative reduction of lithium [85].

4.6 Membrane process of extraction of lithium from brine

The extraction of lithium from brine by membrane method is a relatively mod-
ern and novel technology reported by various authors, which are discussed below. 
Through electroelectrodialysis with bipolar membranes, the production of lithium 
hydroxide from brines has been reported by Jiang et al. [86]. In a laboratory-scale 
process, a sequentially configured electro-electrodialysis with a bipolar membrane 
was installed with a permutation of the conventional electrodialysis stack. Standard 
electrodialysis stacks were reconfigured using five cation exchange membranes and 
four anion exchange membranes. With conventional electrodialysis and Na2CO3, 
through preconcentrating and precipitating brine, respectively, 98% pure Li2CO3 
powder can be recovered. The authors investigated the influence of current density 
and raw material concentration on the production of lithium hydroxide (LiOH). 
Cost-effective was electro-electrodialysis with bipolar membranes at a current 
density of 30 mA/cm2 and a feed concentration of 0.18 MPa. Jiang et al. argued 
that the process is environmentally friendly and cost-effective [86]. The extrac-
tion of lithium from salt lake brine by membrane electrolysis was reported by Liu 
et al. [87]. Different technological parameters are optimized: the distance between 
the anode and the cathode, the initial concentration of lithium in the analyte, the 
electrolyte temperature, the electrolysis time and the surface density of the active 
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process reported by Jagur-Grodzinski and Schori [88]. Lithium cations can be selec-
tively permeated by solvent-polymer membranes. Better selectivity of Li+ transport 
by Mg2+ and Ca2+ gave membranes with (2-ethylhexyl)-diphenyl phosphate. No 
significant changes in membrane permeability and selectivity were observed during 
the 6 months of operation. Preliminary concentration of lithium and subsequent 
selective separation of lithium by membrane and ion exchange fusion were 
described by Jagur-Grodzinski and Schori. The expediency of lithium separation 
by combination of ion exchange process and membrane is substantiated [88]. The 
processes of concentration and separation of lithium from brine by reverse osmosis, 
nanofiltration was used. Sun et al. reported the isolation of lithium and magnesium 
from brine using a desalination nanofiltration membrane [89]. Magnesium lithium 
rejection rate was estimated by optimizing various operational parameters such 
as pressure, supply water temperature, pH and Mg2+ to Li+ ratio. Lithium extrac-
tions from salt lake brine using RO and NF processes have also been investigated. 
Studies show that the separation of magnesium and lithium was strongly dependent 
on the operating pressure, Mg2+/Li+ ratio and pH [89]. Lithium recovery from 
salt lake brine has been reported using NF and a low-pressure RO membrane by 
Somrani et al. [90]. Lithium selective membrane NF90 compared with XLE with 
low-pressure reverse osmosis membrane. For Li+ extraction, the NF90 membrane 
is more efficient than the XLE on the low pressure RO membrane due to its higher 
permeability to clean water and 0.1 m NaCl solution. A lower critical pressure 
(Pc = 0) and higher selectivity were obtained at a low operating transmembrane 
pressure (<15 bar) between monovalent cations (40%). Nf90 membrane showed 
100% magnesium rejection in the initial step separation from dilute brine (15% for 
Li+, 10 times dilution). An 85% separation between Mg2+/Li+ was achieved in the 
final. Lithium can easily be separated by dialysis from the solution [90].

5. Lithium extraction from seawater

In the near future, to meet the needs of the world community in lithium, the 
ocean is considered the most important and promising resource for lithium [66]. It 
is reported that the total amount of lithium reserves in the oceans is approximately 
2.6 × 1011 t [91]. Lithium extraction from hydromineral sources is carried out on a 
semi-industrial and industrial scale in the USA from salt lakes [66, 92, 94, 95], in 
Japan from thermal waters [96, 97], in Israel from the Dead sea [66, 73]. The extrac-
tion of lithium metal from geothermal and brine has also been studied in Russia, 
Germany, Bulgaria and Korea [98]. Typically, lithium is extracted from seawater 
by these two processes: (1) co-precipitation and extraction process and (2) ion 
exchange and sorption process.

Various methods have emerged with the development of technology, such as 
liquid-liquid extraction, a membrane process is used to extract lithium from seawa-
ter Table 2. The process of lithium extraction from both brine and synthetic brine 
has been considered and generalized through various processes such as liquid–liq-
uid extraction, ion exchange and sorption, co-deposition and membrane processes.

5.1 Co-precipitation method for extracting lithium from seawater

Like other methods, it has not received wide application the extraction process 
of lithium recovery and extraction by co-precipitation. For lithium recovery, an 
important problem is the presence of higher concentrations of alkali and alkali 
metals in seawater. The alkali metal group has a very similar parameter, which creates 
problems for lithium recovery. The problems associated with lithium recovery from 
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seawater and terrestrial hydromineral resources are very similar [66]. To extract lith-
ium from seawater, various reagents such as potassium, iron sulfates and aluminum 
hydroxides, are successfully used to co-precipitate lithium [66, 96]. To obtain lithium 
concentrate, the dissolution of the co-precipitate after an ion exchange process is 
used. A hydrometallurgical process for extracting lithium from seawater using an 
adsorption process with a manganese oxide adsorbent followed by a deposition pro-
cess reported by Um and Hirato [99]. By this method, at a temperature of (25–90°C), 
MgCl2 and CaCl2 from seawater were precipitated as Mg(OH)2 and Ca(OH)2. Using 
the NaOH, pH was managed between 7 and 14 with an initial concentration of CaCl2, 
MgCl2 and MnCl2 (10 and 100 mmol/dm3). Followed by the second stage Li2CO3 was 
recovered through carbonation using Na2CO3 by neutralization using HCl [99].

Resources Process Reagents Mechanism Reference

Seawater Precipitation Na2CO3 + HCl Precipitation [99]

Seawater Adsorption k-MnO2 adsorbent Sorption [100]

Seawater Adsorption Al(OH)3 layer Sorption [101]

Seawater Adsorption (HMnO) ion-sieve 
(microporous)

Sorption [102]

Seawater Adsorption k-MnO2 Sorption [103]

Seawater Adsorption MnO2 Sorption [104]

Seawater Adsorption HMnO Sorption [105]

Seawater Adsorption Nanostructure MnO2 ion-sieve Sorption [18]

Seawater Adsorption MnO2 adsorbent Sorption [106]

Seawater Adsorption H1.6Mn1.6O4 Sorption [48]

Seawater Liquid-liquid 
extraction

Cyclohexane and 
tri-octyloxyphosphine

[101, 107]

Seawater Liquid-liquid 
extraction

Thenoyltrifluoroacetone (TTA) 
and TOPO

[108]

Seawater Membrane 
process

Mixed matrix nanofiber as a 
flow-through membrane

Adsorption [102]

Seawater Membrane 
process

Inorganic adsorbent containing 
polymeric membrane

Adsorption [103]

Seawater Membrane 
process

Inorganic adsorbent containing 
polymeric membrane

Adsorption [109]

Seawater Membrane 
process

Recyclable composite nanofiber 
adsorbent

Adsorption [110]

Seawater Membrane 
process

Li ionic superconductor 
functioning as a Li separation 
membrane

Dialysis [111]

Seawater Membrane 
process

Ionic liquid membrane Electrodialysis [112, 113]

Seawater Membrane 
process

Membrane distillation and 
crystallization

Osmotic 
and vacuum 
configuration

[114]

Seawater Membrane 
process

Mixed matrix nanofiber as a 
flow-through membrane

Adsorption [115]

Table 2. 
Recovery of lithium from seawater by various processes.

199

Lithium Recovery from Brines Including Seawater, Salt Lake Brine, Underground Water…
DOI: http://dx.doi.org/10.5772/intechopen.90371

5.2 Ion exchange and sorption method for extracting lithium from seawater

Although various mega-industries are interested in extracting lithium from 
seawater in the present decade, extracting lithium from seawater has become 
increasingly attractive to researchers over several years through ion exchange and 
sorption. Several alternative methods of lithium extraction from seawater using 
ion-exchange after solar evaporation and fractional crystallization of NaCl, KCl 
and CaSO4 are also proposed. According to this method, organic and inorganic 
sorbents are similar to the compounds used to extract lithium. Reports explaining 
this method are discussed below. Obtained by treating a Dowex-1 type microporous 
anion exchanger with a lithium-selective aluminum-containing resin with a satu-
rated solution of ammonia, AlCl3, and finally a solution of lithium halide before 
heating to produce a composite matrix of the microcrystalline resin LiX·2Al(OH)3 is 
an example of such products that have been patented in the United States [66, 116, 
117]. High selectivity for lithium extraction was synthesized with sorbents based 
on antimony, tin, dioxides based on titanium and zirconium [118], mixed oxides 
of titanium and iron, titanium and chromium, titanium arsenate and magnesium 
and thorium [66]. To extract lithium from seawater, only manganese oxide-based 
cation exchange yields effective results in a wide range of lithium-selective ion 
exchange materials. Russian scientists use manganese oxide and mixed oxides of 
manganese and aluminum, known as ISM-1 and ISMA-1, respectively, to reduce 
lithium [66, 119]. For Li+ in mixtures of alkali metal and alkali metal ions, the 
H2TiO3 ion exchanger resulted in high selectivity. Achieving the exchange capacity 
of Li+ was 25–34 mg g−1. High selectivity for lithium cations by synthetic inorganic 
materials of titanium (IV) antimonate cation exchanger (TiSbA) ion exchange has 
been reported by Abe et al. Recovery of lithium cations from hydrothermal water as 
well as seawater can be successfully applied. Using the periodic method, the effect 
of K+, Mg2+ and Ca2+ cations on the adsorption of lithium cations on TiSbA has been 
reported by Abe et al. They showed that lithium adsorption decreases significantly 
with increasing concentrations of K+, Mg2+ and Ca2+ cations. Lithium from the sea 
and hydrothermal water is enriched through TiSbA columns. To separate lithium 
cations from seawater and hydrothermal water TiSbA exchanger potentially be 
reused. With HNO3 solution as the eluent, the adsorbed lithium can be eluted [120].

Selective extraction of lithium from seawater using two sequential ion exchange 
processes has been reported by Nishihama et al. [100]. By bench chromatographic 
operation with adsorbent k-MnO2, lithium was concentrated from seawater, which 
has a 33% lithium recovery efficiency. A combination of ion exchange using resin 
and solvent impregnated resin is carried out lithium purification from the concen-
trated liquor of the reference unit. The cleaning process consists of the removal 
of divalent metal ions with a strong acid cation exchange resin accompanied by 
the removal of Na+ and K+ with b-diketone/TOPO impregnated resin; finally, 
the reduction of Li+ as Li2CO3 precipitates using a saturated solution (NH4)2−CO3. 
According to the method, the concede was 56%, and the cleanness was 99.9% [100]. 
Takeuchi reported on a new method of extracting lithium from seawater, also 
supported [101]. At a temperature of 50°C, almost 70% for lithium ion recovery is 
achieved in a periodic mode with a high selectivity of the Al(OH)3 layer [101].

Several authors have reported that the extraction of lithium from seawater by 
sorption/desorption is a fairly common process, which is discussed below [108]. 
Many studies based on manganese oxide sorbate are used for the sorption/desorp-
tion of lithium from seawater. Japanese scientists have developed a sorbet based on 
hydrated c-oxides of manganese and mixed oxide of manganese and magnesium 
[102, 103]. By Ooi et al. lithium extraction from seawater using manganese oxide 
ion sieve (HMnO) was investigated. Maximum (7.8 mg g−1) absorption of lithium 
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seawater and terrestrial hydromineral resources are very similar [66]. To extract lith-
ium from seawater, various reagents such as potassium, iron sulfates and aluminum 
hydroxides, are successfully used to co-precipitate lithium [66, 96]. To obtain lithium 
concentrate, the dissolution of the co-precipitate after an ion exchange process is 
used. A hydrometallurgical process for extracting lithium from seawater using an 
adsorption process with a manganese oxide adsorbent followed by a deposition pro-
cess reported by Um and Hirato [99]. By this method, at a temperature of (25–90°C), 
MgCl2 and CaCl2 from seawater were precipitated as Mg(OH)2 and Ca(OH)2. Using 
the NaOH, pH was managed between 7 and 14 with an initial concentration of CaCl2, 
MgCl2 and MnCl2 (10 and 100 mmol/dm3). Followed by the second stage Li2CO3 was 
recovered through carbonation using Na2CO3 by neutralization using HCl [99].

Resources Process Reagents Mechanism Reference

Seawater Precipitation Na2CO3 + HCl Precipitation [99]

Seawater Adsorption k-MnO2 adsorbent Sorption [100]

Seawater Adsorption Al(OH)3 layer Sorption [101]

Seawater Adsorption (HMnO) ion-sieve 
(microporous)

Sorption [102]

Seawater Adsorption k-MnO2 Sorption [103]

Seawater Adsorption MnO2 Sorption [104]

Seawater Adsorption HMnO Sorption [105]

Seawater Adsorption Nanostructure MnO2 ion-sieve Sorption [18]

Seawater Adsorption MnO2 adsorbent Sorption [106]

Seawater Adsorption H1.6Mn1.6O4 Sorption [48]

Seawater Liquid-liquid 
extraction

Cyclohexane and 
tri-octyloxyphosphine

[101, 107]

Seawater Liquid-liquid 
extraction

Thenoyltrifluoroacetone (TTA) 
and TOPO

[108]

Seawater Membrane 
process

Mixed matrix nanofiber as a 
flow-through membrane

Adsorption [102]

Seawater Membrane 
process

Inorganic adsorbent containing 
polymeric membrane

Adsorption [103]

Seawater Membrane 
process

Inorganic adsorbent containing 
polymeric membrane

Adsorption [109]

Seawater Membrane 
process

Recyclable composite nanofiber 
adsorbent

Adsorption [110]

Seawater Membrane 
process

Li ionic superconductor 
functioning as a Li separation 
membrane

Dialysis [111]

Seawater Membrane 
process

Ionic liquid membrane Electrodialysis [112, 113]

Seawater Membrane 
process

Membrane distillation and 
crystallization

Osmotic 
and vacuum 
configuration

[114]

Seawater Membrane 
process

Mixed matrix nanofiber as a 
flow-through membrane

Adsorption [115]
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increasingly attractive to researchers over several years through ion exchange and 
sorption. Several alternative methods of lithium extraction from seawater using 
ion-exchange after solar evaporation and fractional crystallization of NaCl, KCl 
and CaSO4 are also proposed. According to this method, organic and inorganic 
sorbents are similar to the compounds used to extract lithium. Reports explaining 
this method are discussed below. Obtained by treating a Dowex-1 type microporous 
anion exchanger with a lithium-selective aluminum-containing resin with a satu-
rated solution of ammonia, AlCl3, and finally a solution of lithium halide before 
heating to produce a composite matrix of the microcrystalline resin LiX·2Al(OH)3 is 
an example of such products that have been patented in the United States [66, 116, 
117]. High selectivity for lithium extraction was synthesized with sorbents based 
on antimony, tin, dioxides based on titanium and zirconium [118], mixed oxides 
of titanium and iron, titanium and chromium, titanium arsenate and magnesium 
and thorium [66]. To extract lithium from seawater, only manganese oxide-based 
cation exchange yields effective results in a wide range of lithium-selective ion 
exchange materials. Russian scientists use manganese oxide and mixed oxides of 
manganese and aluminum, known as ISM-1 and ISMA-1, respectively, to reduce 
lithium [66, 119]. For Li+ in mixtures of alkali metal and alkali metal ions, the 
H2TiO3 ion exchanger resulted in high selectivity. Achieving the exchange capacity 
of Li+ was 25–34 mg g−1. High selectivity for lithium cations by synthetic inorganic 
materials of titanium (IV) antimonate cation exchanger (TiSbA) ion exchange has 
been reported by Abe et al. Recovery of lithium cations from hydrothermal water as 
well as seawater can be successfully applied. Using the periodic method, the effect 
of K+, Mg2+ and Ca2+ cations on the adsorption of lithium cations on TiSbA has been 
reported by Abe et al. They showed that lithium adsorption decreases significantly 
with increasing concentrations of K+, Mg2+ and Ca2+ cations. Lithium from the sea 
and hydrothermal water is enriched through TiSbA columns. To separate lithium 
cations from seawater and hydrothermal water TiSbA exchanger potentially be 
reused. With HNO3 solution as the eluent, the adsorbed lithium can be eluted [120].

Selective extraction of lithium from seawater using two sequential ion exchange 
processes has been reported by Nishihama et al. [100]. By bench chromatographic 
operation with adsorbent k-MnO2, lithium was concentrated from seawater, which 
has a 33% lithium recovery efficiency. A combination of ion exchange using resin 
and solvent impregnated resin is carried out lithium purification from the concen-
trated liquor of the reference unit. The cleaning process consists of the removal 
of divalent metal ions with a strong acid cation exchange resin accompanied by 
the removal of Na+ and K+ with b-diketone/TOPO impregnated resin; finally, 
the reduction of Li+ as Li2CO3 precipitates using a saturated solution (NH4)2−CO3. 
According to the method, the concede was 56%, and the cleanness was 99.9% [100]. 
Takeuchi reported on a new method of extracting lithium from seawater, also 
supported [101]. At a temperature of 50°C, almost 70% for lithium ion recovery is 
achieved in a periodic mode with a high selectivity of the Al(OH)3 layer [101].

Several authors have reported that the extraction of lithium from seawater by 
sorption/desorption is a fairly common process, which is discussed below [108]. 
Many studies based on manganese oxide sorbate are used for the sorption/desorp-
tion of lithium from seawater. Japanese scientists have developed a sorbet based on 
hydrated c-oxides of manganese and mixed oxide of manganese and magnesium 
[102, 103]. By Ooi et al. lithium extraction from seawater using manganese oxide 
ion sieve (HMnO) was investigated. Maximum (7.8 mg g−1) absorption of lithium 
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HMnO from seawater was achieved [102]. A study using ISMA-1 sorbents to extract 
lithium from seawater shows the following information: (1) The Li+ cation distri-
bution ratio is 4 × 104. (2) Sorbents are easily regenerated by nitric acid. (3) They 
exhibit a high capacity for lithium cations of about 20 mg/m. (4) Lithium concen-
trates containing up to 1 g L−1 of lithium can be achieved under optimal conditions. 
A two stage scheme for obtaining Li2CO3 from seawater using this information of 
a pilot plant with a capacity of 3 m3 of seawater per hour has been developed and 
presented [66]. ISMA-1 sorbents provide higher chemical stability, but manganese 
oxide degradation associated with ion exchange remains the most serious draw-
back for their large-scale application in the lithium reduction process. A Japanese 
researcher developed a composite material by introducing a fine powder k-MnO2 
with spinel structure into polyvinyl chloride to improve the kinetic properties of 
manganese oxide sorbents [121]. Sorbents ISM and ISM-1, synthesized in Russia, 
are also a composite material obtained using a polymer binder [66, 119]. In Korea, it 
has also been reported to recover lithium from seawater using an ion exchange type 
of manganese oxide adsorbent. To recover dissolved lithium in seawater a highly 
efficient ion exchange adsorbent was prepared according to their method. A highly 
efficient ion exchange type adsorbate was synthesized as a result of the solid state 
reaction of Li2CO3 and MgCO3. The ion sieve is formed after treatment of seawater 
with adsorbate, which is reduced by acid treatment. The lithium-ion sieve was 
produced by 3 cycles of 0.5 m HCl treatment with 24 h/cycle stringing, which shows 
25.7 mg L−1 lithium absorption from artificial seawater [98]. Extraction of lithium 
from seawater by manganese oxide ion-sieve reported by Liu et al. The most promis-
ing method of industrial application was considered to be the extraction of lithium 
from seawater by adsorption using manganese oxide-ion sieves [104]. The sorption 
properties of HMnO in seawater and wastewater have been studied by Park et al. 
[105]. Lithium recovery from lake Urmia by the MnO2 ion sieve, where more than 
90% lithium recovery can be achieved, was reported by Zandevakili et al. [122]. 
Wajima et al. studied the adsorption behavior of lithium from seawater using the 
adsorbent manganese oxide [106]. In studies using a pseudo-second-order kinetic 
model, a higher adsorption Kinetics of lithium cations in seawater was observed 
[106]. Reduction of lithium from seawater using manganese oxide adsorbent 
synthesized from Li1.6Mn1.6O4 precursor studied by Chitrakar et al. Manganese oxide 
adsorbent LiMnO2 was synthesized from H1.6Mn1.6O4 at 400°C by hydrothermal and 
reflux method. H1.6Mn1.6O4 was synthesized from precursor Li1.6Mn1.6O4. The suf-
ficiently effective adsorbent can absorb lithium up to 40 mg g−1 from seawater [48].

5.3 Liquid-liquid extraction method of recovery of lithium from seawater

Scientists reported that liquid-liquid lithium extraction from seawater and 
liquid-liquid extraction are considered a potential process for extracting lithium 
from seawater. The use of liquid-liquid extraction to extract lithium from seawater 
is very limited, but the separation, purification and extraction of lithium by liquid-
liquid extraction have been considered by several authors [81]. On the basis of the 
reference liquid-liquid extraction of lithium from seawater discussed below.

Scientists have used several extractants, such as primary alcohol C3-C5 and 
aliphatic alcohol C6-C8, to extract lithium from seawater, but the most effective and 
promising is Isobutanol. Japanese scientists have developed the most interesting 
method of extraction and in fact the most modern technology [107, 115]. In these 
methods, lithium is first extracted with cyclohexane and trioctyloxyphosphine, 
then the lithium reacts with hydrochloric acid and potassium phosphate, followed 
by lithium precipitation. The product obtained by this method has a purity of more 
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than 95%. Synergistic extraction of lithium from seawater using a TTA-TOPO 
mixture has been reported by Harvianto et al. [123]. About 93% of the lithium 
can be recovered by TTA-TOPO. With acidic solutions, the lithium ion can be 
easily removed, but the removal efficiency decreases with increasing pH of acidic 
solutions. The type of acid does not affect the stripping efficiency. Similarly, by 
liquid-liquid extraction, 65% of lithium can be extracted from seawater, in the 
liquid-liquid extraction process, a magnesium ion is precipitated in advance. The 
recovery efficiency of lithium ions is negated by other metal ions in seawater [123].

5.4 Membrane process recovery of lithium from seawater

In recent years a number of authors have studied lithium recovery using dif-
ferent types of membranes. The membrane process of lithium reduction is a fairly 
advanced process that is gaining the attention of various researchers around the 
world.

Polysulfone (PSf)-based mixed matrix nanofiber dispersed with particulate 
lithium ion sieves as a flow-through membrane Li+ absorber has developed 
by Park et al. A mixed matrix of electro-spinning nanofibers was prepared by 
thermal annealing, where lithium-ion sieves were activated by acid pickling as 
Li0.67H0.96Mn1.58O4 or MO. PSF based mixed matrix nanofiber effectively improved 
Li+ selectivity. At minimal trans-membrane pressure, the mixed matrix nanofiber 
membranes were very permeable to water. By supporting the dynamic adsorp-
tion capacity of Li+ mixed matrix nanofibers, the shorter adsorption–desorption 
cycle time (24 h) was successfully controlled by continuous streaming operations. 
In a small volume of acid solution, Li+ enrichment was successfully achieved by 
repeated desorption of Li+ [115]. Recovery of lithium from seawater using an 
inorganic adsorbent containing a polymer membrane reservoir system, reported 
Chung et al. To extract lithium from seawater, Chung et al. used three different 
membranes: a PSf nonwoven membrane, a PSF nonwoven composite membrane 
and a Kimtex® composite membrane.

The proposed system has the advantage of direct application in the seawater 
eliminates the use of a pressurized flow system [124]. The proposed system can 
have a direct application in seawater using a pressure flow system. In addition, 
lithium extraction from seawater using an inorganic adsorbent containing a 
polymer membrane has been reported by Umeno et al. Lithium recovery from 
seawater desalination retentate using composite poly(acrylonitrile) nanofibers 
with H1.6Mn1.6O4 (HMO) lithium ion sieves was reported by Park et al. [110]. To 
obtain nanofibers, HMO/PAN dope solutions in N,N-dimethylformamide (DMF) 
with different HMO loads were used, and nanofibers were obtained by electros-
pinning. For efficient lithium extraction from seawater desalination retentate the 
material may be a potential membrane (Park et al.) [110]. The use of poly(vinyl 
chloride) (PVC) membrane adsorbent spinel-type manganese oxide by solvent 
exchange reported by Umeno et al. Poly(vinyl chloride) was dissolved in DMF 
solution, then lithium manganese oxide (spinel type) was mixed with DMF to 
obtain a suspension. The cured PVC film was prepared by applying a suspension 
to a thin film and immersed in water. To extract lithium obtained as a membrane 
type adsorbent the membrane was treated with HCl solution. Lithium extraction 
has been reported to be highly dependent on the method of preparation [109]. 
Hoshino reported on the recovery of lithium by dialysis and electrodialysis of 
seawater [111–113]. Selective extraction of lithium from seawater under laboratory 
conditions was investigated by electrodialysis using an ionic liquid (PP13-TFSI) 
impregnated with a membrane. The lithium recovery process was developed using 
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HMnO from seawater was achieved [102]. A study using ISMA-1 sorbents to extract 
lithium from seawater shows the following information: (1) The Li+ cation distri-
bution ratio is 4 × 104. (2) Sorbents are easily regenerated by nitric acid. (3) They 
exhibit a high capacity for lithium cations of about 20 mg/m. (4) Lithium concen-
trates containing up to 1 g L−1 of lithium can be achieved under optimal conditions. 
A two stage scheme for obtaining Li2CO3 from seawater using this information of 
a pilot plant with a capacity of 3 m3 of seawater per hour has been developed and 
presented [66]. ISMA-1 sorbents provide higher chemical stability, but manganese 
oxide degradation associated with ion exchange remains the most serious draw-
back for their large-scale application in the lithium reduction process. A Japanese 
researcher developed a composite material by introducing a fine powder k-MnO2 
with spinel structure into polyvinyl chloride to improve the kinetic properties of 
manganese oxide sorbents [121]. Sorbents ISM and ISM-1, synthesized in Russia, 
are also a composite material obtained using a polymer binder [66, 119]. In Korea, it 
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than 95%. Synergistic extraction of lithium from seawater using a TTA-TOPO 
mixture has been reported by Harvianto et al. [123]. About 93% of the lithium 
can be recovered by TTA-TOPO. With acidic solutions, the lithium ion can be 
easily removed, but the removal efficiency decreases with increasing pH of acidic 
solutions. The type of acid does not affect the stripping efficiency. Similarly, by 
liquid-liquid extraction, 65% of lithium can be extracted from seawater, in the 
liquid-liquid extraction process, a magnesium ion is precipitated in advance. The 
recovery efficiency of lithium ions is negated by other metal ions in seawater [123].

5.4 Membrane process recovery of lithium from seawater

In recent years a number of authors have studied lithium recovery using dif-
ferent types of membranes. The membrane process of lithium reduction is a fairly 
advanced process that is gaining the attention of various researchers around the 
world.

Polysulfone (PSf)-based mixed matrix nanofiber dispersed with particulate 
lithium ion sieves as a flow-through membrane Li+ absorber has developed 
by Park et al. A mixed matrix of electro-spinning nanofibers was prepared by 
thermal annealing, where lithium-ion sieves were activated by acid pickling as 
Li0.67H0.96Mn1.58O4 or MO. PSF based mixed matrix nanofiber effectively improved 
Li+ selectivity. At minimal trans-membrane pressure, the mixed matrix nanofiber 
membranes were very permeable to water. By supporting the dynamic adsorp-
tion capacity of Li+ mixed matrix nanofibers, the shorter adsorption–desorption 
cycle time (24 h) was successfully controlled by continuous streaming operations. 
In a small volume of acid solution, Li+ enrichment was successfully achieved by 
repeated desorption of Li+ [115]. Recovery of lithium from seawater using an 
inorganic adsorbent containing a polymer membrane reservoir system, reported 
Chung et al. To extract lithium from seawater, Chung et al. used three different 
membranes: a PSf nonwoven membrane, a PSF nonwoven composite membrane 
and a Kimtex® composite membrane.

The proposed system has the advantage of direct application in the seawater 
eliminates the use of a pressurized flow system [124]. The proposed system can 
have a direct application in seawater using a pressure flow system. In addition, 
lithium extraction from seawater using an inorganic adsorbent containing a 
polymer membrane has been reported by Umeno et al. Lithium recovery from 
seawater desalination retentate using composite poly(acrylonitrile) nanofibers 
with H1.6Mn1.6O4 (HMO) lithium ion sieves was reported by Park et al. [110]. To 
obtain nanofibers, HMO/PAN dope solutions in N,N-dimethylformamide (DMF) 
with different HMO loads were used, and nanofibers were obtained by electros-
pinning. For efficient lithium extraction from seawater desalination retentate the 
material may be a potential membrane (Park et al.) [110]. The use of poly(vinyl 
chloride) (PVC) membrane adsorbent spinel-type manganese oxide by solvent 
exchange reported by Umeno et al. Poly(vinyl chloride) was dissolved in DMF 
solution, then lithium manganese oxide (spinel type) was mixed with DMF to 
obtain a suspension. The cured PVC film was prepared by applying a suspension 
to a thin film and immersed in water. To extract lithium obtained as a membrane 
type adsorbent the membrane was treated with HCl solution. Lithium extraction 
has been reported to be highly dependent on the method of preparation [109]. 
Hoshino reported on the recovery of lithium by dialysis and electrodialysis of 
seawater [111–113]. Selective extraction of lithium from seawater under laboratory 
conditions was investigated by electrodialysis using an ionic liquid (PP13-TFSI) 
impregnated with a membrane. The lithium recovery process was developed using 
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a membrane process [112, 113]. Lithium extraction from seawater was selectively 
achieved by dialysis using a lithium ion superconducting membrane. For appro-
priate industrial lithium mass production applications, the dialysis process can 
be energy efficient and easily scalable [111]. Recovery of lithium by membrane 
desalination followed by crystallization was reported by Quist-Jensen et al. [114]. 
Extraction of lithium chloride and comparison of membrane crystallization in 
direct contact, vacuum and osmotic configuration were carried out. In their 
environment, the necessary supersaturation for crystallization was achieved for 
the simultaneous production of pure water and lithium by vacuum-membrane 
distillation [114].

6. Lithium ion-sieve effect

In 1971, ion-sieve oxides were first prepared by Volkhin et al. [125] since ion-
sieve oxides have received increasing attention in the last few decades due to the 
special properties and performance as metal ions [126–130]. To extract specific 
metal ions with effective ion-sieve characteristics, ion-sieve oxides are fine adsor-
bents. Ion-sieve oxide adsorbents are obtained from corresponding precursors 
containing ions of the target metal. Characteristically, precursors are stable molecu-
lar structures, even if target ions are removed from their crystal sites, free crystal 
sites can still be retained. Thus, the resulting free crystal regions can only contain 
ions whose ionic radii are less than or equal to the radii of the target ions. In fact, 
only lithium ions can re-enter the free spaces of lithium ion sieves because lithium 
has the smallest ionic radius among all metal ions.

The study shows that only lithium ions can be adsorbed when LISs are placed 
in aqueous solutions containing different kinds of metal ions. Figure 3 shows how 
LIS works. The main stage is the formation of LIS with hydrogen filled state [LIS 
(H)] by removing lithium ions from the lithium filled state [LIS (Li)], principally 
through Li-H ion exchange, then the adsorption isolation of lithium ions LIS from 
Li+-containing solutions based on the steric effect. The spent LIS (H) is then regen-
erated to form LIS (Li) by adsorption of lithium ions. In General, the process can be 
called “LIS effect” [131–135].

7. Lithium ion-sieve

In fact, two types of chemical elements can be used, such as LISs, lithium 
manganese oxide type (LMO type) and lithium titanium oxide type (LTO type). 
LMO-type LISs are the most popular selective lithium adsorbents at present 
because of superior lithium absorption abilities, magnificent regeneration 
performance and high lithium selectivity. In addition, the extraction of lithium 
from aqueous solutions has recently improved significantly through the use of 
electrochemical methods. However, the LISs type suffers from the dissolution of 
manganese in aqueous solutions, which in industrial conditions can lead to serious 
water contamination. In this regard, LISs type LTO can overcome this problem, 
can be easily removed from the aqueous solution, and titanium compounds are 
not harmful to the aquatic environment [136–138]. In addition, LTO-type LISs has 
much more stable molecular structures due to the high energy of the titanium-
oxygen bond compared with LMO-type LISs. But when an electrical potential is 
applied LISs of type LTO have limited use in extracting lithium from an aque-
ous solution. This restriction may prevent future industrial use of LISs type 
LTO. Thus, LMO-type and LTO-type LISs have their own unique benefits and 
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problems. Therefore future research to meet large scale industrial applications 
may focus on minimizing their respective disadvantages.

7.1 Lithium recovery by LMO type lithium-ion sieves

7.1.1 Study of ternary phase diagram of Li-Mn-O

With research [44], several LMO-type LISs have been well developed by many 
scientists [48]. As a rule, their precursors demonstrate a spinel structure. Because of 
multiple valence states of manganese, several lithium manganese oxides with differ-
ent crystal structures can be formed. At 25°C, the phase diagram Li-Mn-O shows 
the isothermal cross-section Figure 4 [139–143].

In the blue area in Figure 4a, the stoichiometric spinel phase defect is defined 
by the triangle Mn3O4·Li4Mn5O12·λ-MnO2. Using the general formula LixMn3−xO4 
(0 ≤ x ≤ 1.33), one can imagine the stoichiometric spinel phases lying on the 
bond between Mn3O4 and Li4Mn5O12. According to the general formula Mn3−xO4 
(0 ≤ x ≤ 1) defective spinels of manganese oxides located between Mn3O4 and 
λ-MnO2 are presented. In accordance with the general formula Li2O·yMnO2 
(y > 2.5), the defect of lithium-manganese-oxide spinel is expressed and the 
communication line lies between Li4Mn5O12 and λ-MnO2. At this point, in 
LiMn2O4·Li2Mn4O9·Li4Mn5O12 the blue triangle in Figure 4b is the active area for 
preparing the precursors of LMO-type LISs. Therefore, it is possible to obtain high 
Li-Mn precursors such as Li5Mn4O9 and Li7Mn5O12 in principle, implying that high 
Li+ capacity LISs may be obtained in the future.

Currently, only a few LMO-type LIS precursors with high Li+ adsorption capaci-
ties such as λ-MnO2, MnO2·0.31H2O and MnO2·0.5H2O, which are derived from 
LiMn2O4, Li4Mn5O12 and Li1.6Mn1.6O4, respectively, were prepared. As shown in 
Figure 5, a phase diagram consisting of additional proton-type manganese oxides 
depending on the valence state of manganese, molar Li/Mn and H/Mn ratios 
constructed by Chitrakar et al. [47].

As shown in the figure, LIS precursors of the LMO-type can be classified into 
two types of reactions and are represented in two perpendicular planes: the verti-
cal plane represents the redox reaction region, and the horizontal plane represents 
the ion exchange region. Table 3 mainly summarizes their main properties for the 
absorption of lithium from aqueous solutions.

Figure 3. 
Schematic representation of LIS process.
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a membrane process [112, 113]. Lithium extraction from seawater was selectively 
achieved by dialysis using a lithium ion superconducting membrane. For appro-
priate industrial lithium mass production applications, the dialysis process can 
be energy efficient and easily scalable [111]. Recovery of lithium by membrane 
desalination followed by crystallization was reported by Quist-Jensen et al. [114]. 
Extraction of lithium chloride and comparison of membrane crystallization in 
direct contact, vacuum and osmotic configuration were carried out. In their 
environment, the necessary supersaturation for crystallization was achieved for 
the simultaneous production of pure water and lithium by vacuum-membrane 
distillation [114].

6. Lithium ion-sieve effect

In 1971, ion-sieve oxides were first prepared by Volkhin et al. [125] since ion-
sieve oxides have received increasing attention in the last few decades due to the 
special properties and performance as metal ions [126–130]. To extract specific 
metal ions with effective ion-sieve characteristics, ion-sieve oxides are fine adsor-
bents. Ion-sieve oxide adsorbents are obtained from corresponding precursors 
containing ions of the target metal. Characteristically, precursors are stable molecu-
lar structures, even if target ions are removed from their crystal sites, free crystal 
sites can still be retained. Thus, the resulting free crystal regions can only contain 
ions whose ionic radii are less than or equal to the radii of the target ions. In fact, 
only lithium ions can re-enter the free spaces of lithium ion sieves because lithium 
has the smallest ionic radius among all metal ions.

The study shows that only lithium ions can be adsorbed when LISs are placed 
in aqueous solutions containing different kinds of metal ions. Figure 3 shows how 
LIS works. The main stage is the formation of LIS with hydrogen filled state [LIS 
(H)] by removing lithium ions from the lithium filled state [LIS (Li)], principally 
through Li-H ion exchange, then the adsorption isolation of lithium ions LIS from 
Li+-containing solutions based on the steric effect. The spent LIS (H) is then regen-
erated to form LIS (Li) by adsorption of lithium ions. In General, the process can be 
called “LIS effect” [131–135].

7. Lithium ion-sieve

In fact, two types of chemical elements can be used, such as LISs, lithium 
manganese oxide type (LMO type) and lithium titanium oxide type (LTO type). 
LMO-type LISs are the most popular selective lithium adsorbents at present 
because of superior lithium absorption abilities, magnificent regeneration 
performance and high lithium selectivity. In addition, the extraction of lithium 
from aqueous solutions has recently improved significantly through the use of 
electrochemical methods. However, the LISs type suffers from the dissolution of 
manganese in aqueous solutions, which in industrial conditions can lead to serious 
water contamination. In this regard, LISs type LTO can overcome this problem, 
can be easily removed from the aqueous solution, and titanium compounds are 
not harmful to the aquatic environment [136–138]. In addition, LTO-type LISs has 
much more stable molecular structures due to the high energy of the titanium-
oxygen bond compared with LMO-type LISs. But when an electrical potential is 
applied LISs of type LTO have limited use in extracting lithium from an aque-
ous solution. This restriction may prevent future industrial use of LISs type 
LTO. Thus, LMO-type and LTO-type LISs have their own unique benefits and 
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problems. Therefore future research to meet large scale industrial applications 
may focus on minimizing their respective disadvantages.

7.1 Lithium recovery by LMO type lithium-ion sieves

7.1.1 Study of ternary phase diagram of Li-Mn-O

With research [44], several LMO-type LISs have been well developed by many 
scientists [48]. As a rule, their precursors demonstrate a spinel structure. Because of 
multiple valence states of manganese, several lithium manganese oxides with differ-
ent crystal structures can be formed. At 25°C, the phase diagram Li-Mn-O shows 
the isothermal cross-section Figure 4 [139–143].

In the blue area in Figure 4a, the stoichiometric spinel phase defect is defined 
by the triangle Mn3O4·Li4Mn5O12·λ-MnO2. Using the general formula LixMn3−xO4 
(0 ≤ x ≤ 1.33), one can imagine the stoichiometric spinel phases lying on the 
bond between Mn3O4 and Li4Mn5O12. According to the general formula Mn3−xO4 
(0 ≤ x ≤ 1) defective spinels of manganese oxides located between Mn3O4 and 
λ-MnO2 are presented. In accordance with the general formula Li2O·yMnO2 
(y > 2.5), the defect of lithium-manganese-oxide spinel is expressed and the 
communication line lies between Li4Mn5O12 and λ-MnO2. At this point, in 
LiMn2O4·Li2Mn4O9·Li4Mn5O12 the blue triangle in Figure 4b is the active area for 
preparing the precursors of LMO-type LISs. Therefore, it is possible to obtain high 
Li-Mn precursors such as Li5Mn4O9 and Li7Mn5O12 in principle, implying that high 
Li+ capacity LISs may be obtained in the future.

Currently, only a few LMO-type LIS precursors with high Li+ adsorption capaci-
ties such as λ-MnO2, MnO2·0.31H2O and MnO2·0.5H2O, which are derived from 
LiMn2O4, Li4Mn5O12 and Li1.6Mn1.6O4, respectively, were prepared. As shown in 
Figure 5, a phase diagram consisting of additional proton-type manganese oxides 
depending on the valence state of manganese, molar Li/Mn and H/Mn ratios 
constructed by Chitrakar et al. [47].

As shown in the figure, LIS precursors of the LMO-type can be classified into 
two types of reactions and are represented in two perpendicular planes: the verti-
cal plane represents the redox reaction region, and the horizontal plane represents 
the ion exchange region. Table 3 mainly summarizes their main properties for the 
absorption of lithium from aqueous solutions.

Figure 3. 
Schematic representation of LIS process.
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7.1.2 The spinel structure of the precursors of LMO

Inevitably, the chemical properties depend on the chemical structures to be 
determined, so the extraction of lithium by LMO precursors is explained by their 
peculiar chemical structure. Actually, all synthesized precursors of LMOs have 
spinel structures [144–152]. Among these, the LiMn2O4 structure is the most 
representative one, as shown in Figure 6.

Spinel LiMn2O4 has a cubic crystal structure that belongs to the spatial group 
Fd3m. The structure shows that the tetrahedron’s 8a sites occupy lithium ions. At 
a molar ratio of 1:1, Mn3+ and Mn4+ ions are randomly distributed over 16d sites 
of octahedra, and oxygen anions occupy 32e sites of the face-centered cubes. 
Accordingly, the formula (Li)8a[Mn(III)Mn(IV)]16dO4 can be represented by spinels 
LiMn2O4, which can be described by the general spinel formula (AB2O4). From 
other side, the LiMn2O4 unit cell can be viewed as a complex cubic structure: oxygen 
atoms are 32 and 16 manganese atoms occupy half of the octahedral pore (16d), 
while the other half of the sections (16c) are free. Here are 8 of the lithium atoms 
occupy 1/8 of tetrahedral interstices plot (8a). Li+ can intercalate/deintercalate 
in three-dimensional networks of free octahedral and octahedral gaps along the 

Figure 4. 
(a) An isothermal cross section of the Li-Mn-O phase diagram at 25°C and (b) an expanded region of the 
Li-Mn-O phase diagram.

Figure 5. 
Phase diagram of LMO and their delithiated products [47]. Reproduced from Ref. [47].
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7.1.2 The spinel structure of the precursors of LMO

Inevitably, the chemical properties depend on the chemical structures to be 
determined, so the extraction of lithium by LMO precursors is explained by their 
peculiar chemical structure. Actually, all synthesized precursors of LMOs have 
spinel structures [144–152]. Among these, the LiMn2O4 structure is the most 
representative one, as shown in Figure 6.

Spinel LiMn2O4 has a cubic crystal structure that belongs to the spatial group 
Fd3m. The structure shows that the tetrahedron’s 8a sites occupy lithium ions. At 
a molar ratio of 1:1, Mn3+ and Mn4+ ions are randomly distributed over 16d sites 
of octahedra, and oxygen anions occupy 32e sites of the face-centered cubes. 
Accordingly, the formula (Li)8a[Mn(III)Mn(IV)]16dO4 can be represented by spinels 
LiMn2O4, which can be described by the general spinel formula (AB2O4). From 
other side, the LiMn2O4 unit cell can be viewed as a complex cubic structure: oxygen 
atoms are 32 and 16 manganese atoms occupy half of the octahedral pore (16d), 
while the other half of the sections (16c) are free. Here are 8 of the lithium atoms 
occupy 1/8 of tetrahedral interstices plot (8a). Li+ can intercalate/deintercalate 
in three-dimensional networks of free octahedral and octahedral gaps along the 

Figure 4. 
(a) An isothermal cross section of the Li-Mn-O phase diagram at 25°C and (b) an expanded region of the 
Li-Mn-O phase diagram.

Figure 5. 
Phase diagram of LMO and their delithiated products [47]. Reproduced from Ref. [47].
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8a-16c-8a-16c channel, what is the structural basis of Li+ intercalation/deintercala-
tion in LiMn2O4 spinel [145].

The 1:2 ratio shows a spinel LiMn2O4 of the two metal cations Li and Mn; 
although the stoichiometric proportion may be somewhat weakened in some 
circumstances. For example, in Figure 7 it is shown that manganese ions in 16d sites 
can be replaced by lithium ions without changing the entire crystal framework.

Since more lithium ions can be extracted or inserted, the corresponding LIS 
of the substituted precursor Li1.33Mn1.67O4 (or Li4Mn5O12) is theoretically a higher 
lithium capacity than λ-MnO2. Ammundsen et al. [148] the results of neutron dif-
fraction studies of the lithium reinsertion process are given only for tetrahedral sites 
and not for octahedral sites, which indicates that the lithium extraction/insertion 
reaction can be expressed by the equation below:

   (Li)  [ Li  0:33    Mn  1:67  ]   O  4   +  H   +  ↔  (H)  [ Li  0:33    Mn  1:67  ]   O  4   +  Li   +   (1)

Another typical lithium-rich precursor to LMO is Li1.6Mn1.6O4 (or Li2Mn2O5), which 
are relevant LIS is MnO2·0.5H2O. Among all available manganese, LISs MnO2·0.5H2O 
has the highest theoretical lithium capacity (ca. 72.3 mg g−1). With this composition, 
the ratio of cations and anions (4:5) differs from that of typical spinel compounds 
(3:4), meaning that additional lithium ions are likely to be found in interstitial regions 
of the spinel structure with a single-digit arrangement [143]. Chitrakar et al. [47] 
proposed three hypothetical models through a preliminary Rietveld analysis, since 
there is still no published structural model for Li1.6Mn1.6O4: (1) (Li)8a[Li0.2]16c[Li0.4-
Mn1.6]16dO4 site at the of 16c model with excess Li; (2) a (Li)8a[Li0.5Mn1.5]16dO3.75 model 
with oxygen deficiency and (3) a hexagonal lattice model with cation deficiency 
(Li0.8□0.2)3b(Mn0.8□0.2)3aO2 (the “□” are the free areas in the spinels). The modulation 
results showed that all models traced the X-ray peaks of the heat-treated sample, but 
the third model (a hexagonal lattice with a deficit of cations) accurately traced the 
relative intensity of the X-ray peaks. By Ariza et al. [147] showed that X-ray absorption 
spectroscopy of Li1.6Mn1.6O4 samples does not result in the complete displacement of 
the manganese absorption edge after lithium extraction/reintroduction. In addition, 
the structural arrangement and oxidation state of manganese remained unchanged 
during lithium extraction and re-administration, confirming the ion exchange mecha-
nism for lithium extraction and re-administration. Thus, there is still some disagree-
ment on the crystal structure of Li1.6Mn1.6O4. Possible future research by scientists 
should focus on this issue to link the development of LIS to the excellent absorption 
properties of lithium.

Figure 6. 
Promising type (a) cubic core in spinel unit cell LiMn2O4, (b) LiMn2O4 of extended three-dimensional frame 
structure and (c) λ-MnO2 with voids after Li ions removal. Green, pink and red represent Li, Mn and O 
atoms, respectively [146].
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7.1.3 The doping modification

Because of the specific configuration of the 3d electron orbit,  Mn3+ can 
cause the Jahn-teller effect, which can cause severe distortions in the octahedral 
structure of MnO6. This distortion will be accompanied by a decrease in LMO 
stability and a decrease in the efficiency of the intercalation/deintercalation process 
of Li+ [153–157]. Much more seriously in industrial operations dissolving large 
amounts of manganese in water can lead to water contamination. Consequently, 
some alloying modifications have been proposed to replace Mn3+ with other metal 
ions, which is more efficient.

In the field of lithium-ion batteries, a wide variety of cation substitution 
(including Co2+, Ni2+, Cr3+, Mg2+, Al3+, Fe3+ and ions of rare earth element) has 
been applied to inhibit capacity fading and improve electrochemical performance 
[158–183]. Analogously, modifications of LIS by doping with metal ions to improve 
the absorption properties of lithium in aqueous solutions are proposed. The effect 
of LimMgxMn(III)yMn(IV)zO4 (0 ≤ x ≤ 0.5) on the dissolution of manganese 
within acid treatment, the results showed that the adsorption capacity of lithium 
and the chemical stability of protonated samples increased with the mg/MN ratio 
studied by Chitrakar et al. [181]. Mild chemical method of Mg2+ doped lithium-
manganese spinel synthesized by Tian et al. [36]. During the periodic experiment, 
it was found that the sorption of Li+ showed a high pH and a dependence profile 
of the initial concentration. In addition, kinetic experiments have shown that 
the adsorption process followed by a pseudo-second-order model. Li+ extraction 
process in both compound LiMg0.5Mn1.5O4 spinel and LiZn0.5Mn1.5O4 spinel studied 
by Feng et al. [182, 183]. Discovered that the extraction and insertion of Li+ are 
topotaxically through ion exchange mechanisms. In addition, with LiAlMnO4 
and LiFeMnO4 spinel Li+ extraction/insertion reactions in the aqueous phase, 
also follow the ion exchange mechanisms tested by Liu et al. [184]. LiMxMn2-xO4 
spinel series (M = Ni, Al, Ti; 0 ≤ x ≤ 1) and comparison of their lithium reduc-
tion properties in aqueous solutions prepared by Ma et al. [185]. Studies have 
shown that LiAl0.5Mn1.5O4 spinels exhibit relatively high Li extraction coefficient 
and relatively low Mn and Al extraction coefficients when treated with acid, and 

Figure 7. 
(a) Cubic spinel lithium manganese oxide quadrants were comparison and (b) recorded under the 8.6 GPa. 
C, cubic spinel phase (spatial group Fd3m); W, tungsten strip model of polyhedral structure and structure 
refinement by Rietveld X-ray diffraction powder sample for Li1.33Mn1.67O4 (or Li4Mn5O12).
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LiNi0.5Mn1.5O4 and LiTi0.5Mn1.5O4 spinels do not exhibit satisfactory Li+ extraction 
and adsorption properties because of substantial cell contraction or expansion. 
By Chitrakar et al. Sb-doped LMO spinel was synthesized for the first time [186]. 
Samples received Li1.16Sb(V)0.29Mn(III)0.77Mn(IV)0.77O4 was a well-crystallized 
spinel-type structure, in the following order of affinity K < Na ≪ Li and exchange 
capacity reaching 5.6 mmol g−1 for Li+. In a subsequent study, a series of Li-Sb-Mn 
composite oxides with various Sb/Mn molar ratios by solid-state reactions obtained 
by Ma et al. [187]. Studies have shown that the molar ratio Sb/Mn of composite 
oxides Li-Sb-Mn is a decisive factor in the identification of their structure and 
extraction-adsorption properties Li+. Hereinafter, the acid-treated composite 
spinel oxide Li-Sb-Mn with a molar ratio Sb/Mn of 0.05 showed in lithium solution 
a high adsorption capacity of Li+ 33.23 mg g−1. By Chitrakar et al. the ion-exchange 
property of iron-doped lithium manganese oxides Li1.33FexMn1.67-xO4 (x = 0.15, 0.30 
and 0.40) in Bolivian brine was studied [38]. Studies have shown that the adsor-
bent with a Fe/Mn ratio of 0.1, obtained by calcining the precursor at 450°C, has 
the highest extractability of lithium with HCl solution. Finally, from crude brine at 
a final pH of 2.0, the adsorbent showed lithium absorption of 18.1 mg g−1 with an 
increase in absorption to 28 mg g−1 at a final pH of 7.2 after adding 1 mol L−1 NaOH 
l-1 solution to the crude brine.

Study of the description of the LMO-doped spinels, it is obvious that dop-
ing modifications can effectively improve the adsorption properties of lithium. 
Nevertheless, little attention has been paid to refining LIS compared with the great 
progress of ion-doped manganese oxide spinels in the field of electrochemistry. At 
present, just several studies of LISs doped with a single metal have been studied. 
Lithium adsorption property of multicharged ions doped LISs, including several 
cation-doped, several anion-doped and cation-anion-doped LISs in aqueous solu-
tion, still an untouched area for research. Early research of numerous ion-doped 
LiMn2O4 showed high capacity retention, high discharge capacity, and lithium 
ion batteries good cycling performance. This is due to the fact that multiple ions 
doped LiMn2O4, have increased structural stability [188–197]. Besides, as cathodes, 
co-doping has a synergistic effect on increasing the cyclic durability of materials, 
which can for single ion-doped LiMn2O4 discourage all factors responsible for 
capacity loss [198–201]. Similarly, it has been convincingly shown that multiple ion 
doping has a beneficial effect on improving the regeneration efficiency and absorp-
tion capacity of lithium LISs in aqueous solutions. Prospective studies should focus 
on the synergistic effects of different ions on the reductive properties of lithium.

7.2 About LTO-type LISs

There are currently two categories of LTO-type LISs: layered structure H2TiO3 
and spinel structure H4Ti5O12. Albeit the amount of LTO-type LISs is confined, 
there is great potential to develop these green lithium adsorbents for application in 
the industry, avoiding water pollution.

7.2.1 Study of layered H2TiO3 LISs

The chemical structure of layered H2TiO3 is shown in Figure 8. From the layered 
precursor Li2TiO3 a layered H2TiO3 is obtained. One can better describe as Li[Li1/3Ti2/3]
O2 the crystal structure of this precursor; precisely, when metal atoms are placed in 
octahedral voids the structure can be represented as cubic close packed oxygen atoms. 
In the structure of Li2TiO3 two types of layers form Li and Ti. The first layer (Li) is 
inhabited only by lithium atoms, while the other layer (LiTi2) occupies Li 1/3 and  
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Ti 2/3. In fact, in the structure of Li2TiO3, lithium ions in the layers make up 75% of the 
total amount of lithium, while the surviving 25% are in layers (LiTi2) [53].

Accordingly, whole lithium ions are changed by protons in the layered struc-
ture of H2TiO3. Accordingly, in early studies, some researchers believed that the 
structure of H2TiO3 was converted from layered Li2TiO3 by topotactic substitution 
of lithium ions by protons. The authors explore the composition of H2TiO3 by 
reviewing the variation among Li2TiO3 and H2TiO3 and modeling the XRD patterns 
of HxLi2−xTiO3 (0 ≤ x ≤ 2), they pointed out that a structure with a layered double 
hydroxide type with a sequence of 3R1 oxygen layers is more acceptable for H2TiO3, 
and H2TiO3 can be described as laying charge-neutral metal oxyhydroxide plates 
[(OH)2OTi2O(OH)2] [202]. In advanced research, requires additional experimental 
testing to confirm the well-honed structure.

In 1988, Onodera et al. first obtained Li2TiO3 [203], many kinds of research have 
been conducted on its electrochemical application [204–208] and in the degradation 
of pollutants the photocatalytic applications [209–211]. Chitrakar et al. investigated 
the behavior of ion exchange in salt lake brines [53]. While the rate of adsorption of 
lithium was relatively slow (it took 1day to reach equilibrium at room temperature), 
at pH 6.5 the capacity of the Li+ can reach up to 32.6 mg g−1, that is among the adsor-
bents of lithium the greatest value is studied in an acidic solution. Besides, H2TiO3 has 
been found to be able to efficiently absorb lithium ions from Na+, K+, Mg2+ and Ca2+ 
containing competitive cations in brine. With ionic radii exceeding Li+ (0.074 nm), 
it is not possible to introduce sites into the LTO adsorbent, since exchange sites have 
radii sizes Na+ (0.102 nm), K+ (0.138 nm) and Ca2+ (0.100 nm), which do not allow 
adsorption due to the large size of the ionic radii. Although the ionic radius of Mg2+ 
(0.072 nm) is close to the ionic radii of Li+, dehydration of magnesium ions requires 
high energy to enter the exchange nodes, since the free hydration energy for Mg 
(∆G0

h = −1980 kJ mol−1) is four times greater than for Li (∆G0
h = −475 kJ mol−1) 

[212]. In addition, the Li-Mg separation ratio reached 102.4 on the 8th adsorption 
cycle, that in salt lake brines represents the excellent separation of Li+ and Mg2+ 
found by Shi et al. [40]. In designing the orthogonal test, the maximum absorption of 
lithium by H2TiO3 reached 57.8 mg g−1 at the optimal state studied by He et al. [213].

Figure 8. 
Crystal structure of Li4Ti5O12 (yellow tetrahedra represent lithium, and green octahedra represent disordered 
lithium and titanium) [39]. Reproduced from Ref. [39].
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7.2.2 Study of spinel titanium oxides

The LTO-type LISs represent the different types of spinel titanium oxides that are 
derived from spinel precursors Li4Ti5O12. In the field of lithium-ion batteries, spinel 
Li4Ti5O12 is seen as one of the most promising future anode candidates for large-scale 
lithium-ion batteries used for hybrid electric vehicles or power electric vehicles. 
Through high efficient due to high potential during charge and discharge of about 
1.55 V (vs. Li/Li+), good cycle property and good heat resistance and security [214–
216]. There is great potential for the development of spinel Li4Ti5O12 in the extraction 
of lithium from aqueous solutions. High capacity lithium has on LIS (H4Ti5O12) and 
due to stronger Ti–O bond cycling performance is better than that of manganese-type 
LISs. Withal, Li4Ti5O12 has an identical chemical structure like Li4Mn5O12 (Figure 9).

Nevertheless, as far as we know, there are currently very limited reports on 
the property of extracting lithium from H4Ti5O12. A three-dimensionally ordered 
precursor to nano Li4Ti5O12 using colloidal PMMA crystal matrices developed by 
Dong et al. [217]. High selectivity for Li+, 56.81 mg g−1 showed corresponding ion 
sieve and good stability to acid. LISs H4Ti5O12 with nanotube morphology synthe-
sized by an ordinary two-stage hydrothermal process presented a lithium capacity 
of 39.43 mg g−1 in a 120 mg L−1 in lithium solution reported by Moazeni et al. [39].

8. Conclusions

Lithium is one of the rarest metals with various applications and the demand for 
lithium will increase with the ever-increasing use of electric and electronic devices 
and hybrid electric vehicles.

Therefore, the search for ways to obtain lithium from water sources suitable for 
the production of lithium compounds is a serious and very important problem.

Various methods have been given in the literature for lithium recovery from 
brines, seawater and geothermal water: including precipitation, solvent extraction, 
selective membrane separation, liquid-liquid extraction, ion exchange adsorption, 
electro dialysis and so on.

Figure 9. 
Schematic representation in spinel manganese oxides by the composite mechanism (a) Li+ extraction reactions 
and (b) Li+ insertion reactions.
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The recovery of lithium by the absorption method shows promising results for 
future production. Because of the adsorption method, evaporation, crystallization 
process can be avoided. That is why it is necessary to develop and recommend a 
technically and economically feasible, environmentally friendly and sustainable 
process.

Scientists and manufacturers are faced with the task to solve several problems: 
the ion sieve has a relatively low ion exchange capacity and weak stability; lithium 
absorption reaches from 16 to 26–28 mg g−1, the theoretical adsorption capacity 
is 54 mg g−1; dissolution of sorbents. Weight loss was observed in almost all com-
positions; low stability during cycling; the appearance of secondary waste in the 
regeneration of acids; the process takes a long time.

To solve this problem, scientists of the world have carried out many scientific 
works to improve the stability of sorbents, increase the absorption capacity, selec-
tivity, acceleration of sorption time, for this purpose, many methods were used, 
including organic chemicals, synergies, binders, various composites. But none of 
them makes it possible to industrialize the method of lithium adsorption. That is 
why there is still a goal to find ways to improve the method of lithium adsorption. 
Lithium adsorption extraction may be an alternative option to meet future demand, 
energy sustainability, environment and circular economy.
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7.2.2 Study of spinel titanium oxides

The LTO-type LISs represent the different types of spinel titanium oxides that are 
derived from spinel precursors Li4Ti5O12. In the field of lithium-ion batteries, spinel 
Li4Ti5O12 is seen as one of the most promising future anode candidates for large-scale 
lithium-ion batteries used for hybrid electric vehicles or power electric vehicles. 
Through high efficient due to high potential during charge and discharge of about 
1.55 V (vs. Li/Li+), good cycle property and good heat resistance and security [214–
216]. There is great potential for the development of spinel Li4Ti5O12 in the extraction 
of lithium from aqueous solutions. High capacity lithium has on LIS (H4Ti5O12) and 
due to stronger Ti–O bond cycling performance is better than that of manganese-type 
LISs. Withal, Li4Ti5O12 has an identical chemical structure like Li4Mn5O12 (Figure 9).

Nevertheless, as far as we know, there are currently very limited reports on 
the property of extracting lithium from H4Ti5O12. A three-dimensionally ordered 
precursor to nano Li4Ti5O12 using colloidal PMMA crystal matrices developed by 
Dong et al. [217]. High selectivity for Li+, 56.81 mg g−1 showed corresponding ion 
sieve and good stability to acid. LISs H4Ti5O12 with nanotube morphology synthe-
sized by an ordinary two-stage hydrothermal process presented a lithium capacity 
of 39.43 mg g−1 in a 120 mg L−1 in lithium solution reported by Moazeni et al. [39].

8. Conclusions

Lithium is one of the rarest metals with various applications and the demand for 
lithium will increase with the ever-increasing use of electric and electronic devices 
and hybrid electric vehicles.

Therefore, the search for ways to obtain lithium from water sources suitable for 
the production of lithium compounds is a serious and very important problem.

Various methods have been given in the literature for lithium recovery from 
brines, seawater and geothermal water: including precipitation, solvent extraction, 
selective membrane separation, liquid-liquid extraction, ion exchange adsorption, 
electro dialysis and so on.

Figure 9. 
Schematic representation in spinel manganese oxides by the composite mechanism (a) Li+ extraction reactions 
and (b) Li+ insertion reactions.
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The recovery of lithium by the absorption method shows promising results for 
future production. Because of the adsorption method, evaporation, crystallization 
process can be avoided. That is why it is necessary to develop and recommend a 
technically and economically feasible, environmentally friendly and sustainable 
process.

Scientists and manufacturers are faced with the task to solve several problems: 
the ion sieve has a relatively low ion exchange capacity and weak stability; lithium 
absorption reaches from 16 to 26–28 mg g−1, the theoretical adsorption capacity 
is 54 mg g−1; dissolution of sorbents. Weight loss was observed in almost all com-
positions; low stability during cycling; the appearance of secondary waste in the 
regeneration of acids; the process takes a long time.

To solve this problem, scientists of the world have carried out many scientific 
works to improve the stability of sorbents, increase the absorption capacity, selec-
tivity, acceleration of sorption time, for this purpose, many methods were used, 
including organic chemicals, synergies, binders, various composites. But none of 
them makes it possible to industrialize the method of lithium adsorption. That is 
why there is still a goal to find ways to improve the method of lithium adsorption. 
Lithium adsorption extraction may be an alternative option to meet future demand, 
energy sustainability, environment and circular economy.
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Chapter 11

Fuel Cells as a Source of Green 
Energy
Rabea Q. Nafil and Munaf S. Majeed

Abstract

A fuel cell is an effective tool for extracting chemical energy from a special type 
of gaseous fuel other than fossil fuels. It is expected to be a replacement for thermal 
engines and rechargeable batteries within the next few years as they are emission-
free and not subjected to Carnot restrictions. The fuel cell can be manufactured in 
different sizes depending on the amount of energy required, where it can be too 
small to be used in precision equipment or large enough to work as electrical sta-
tions. This proposal shows a demonstration of the principle of work involved in the 
fuel cells, structure components, and practice ideas to enhance the output power.

Keywords: energy extraction, fuel cell, green energy, zero emission, hydrogen energy

1. Introduction

Most of the power generators use conventional fuel and they obey the same 
operation principle that is transforming chemical energy to mechanical energy [1]. 
The heat engine (which is a very common conventional generator) burns or oxidizes 
the fuel in the air [2]. The chemical energy of fossil fuel is converted into thermal 
energy and this is the first step of its operation. The rising temperature and pressure 
lead to expanding engine gases. These excited gases rotate a crankshaft (conversion 
energy from thermal to mechanical energy step). Finally, the electricity is generated 
by the mechanical work done by the crankshaft [2]. Now it becomes clear that the 
production of electricity by heat engine passes through three stages. The overall 
conversion efficiency declines as the number of stages increases and this is one of 
the main disadvantages of heat engines [3].

Thermal engines have not been at the top of the list of energy sources despite their 
ability to provide high energy. This is due to several reasons, including that thermal 
engines cause increased global warming and environmental pollution by emitting 
carbon dioxide. Thermal engines often use fossil fuels which are originally threatened 
with depletion. Also, the sustainability of damaged mechanical parts adds an economic 
cost to the manufacture and operation of conventional engines. All these reasons 
prompted the search for new and sustainable energy sources that can compensate for 
the deficiencies in traditional sources of energy generation and storage. The solution 
embodies the use of fuel cells, which are not only a source of green energy but also fill 
the lack of advantages of both the thermal engines and rechargeable batteries. Their 
simple construction and non-use of fossil fuels gave them the ability to work for a long 
time without the need to replace their damaged parts. Fuel cells have unlimited operat-
ing time, higher power density and therefore greater storage capacity to outperform 
the advantages of a simple battery and rechargeable battery [4].
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Fuel cells are zero pollution’ power generators. They work as an electrochemical 
converter to chemically produce electrical energy from gas fuels. The conversion 
occurs directly by the chemical reactions and without burning of the fuel. Even 
better, they are not following the thermodynamic laws that limit most of the power 
plants. This chapter presents the operation principle of fuel cells, their main compo-
nents, and finally the newer trends in developing these cells for commercial uses.

2. The fuel cells’ principle of work

The main components of a fuel cell are two electrodes isolated from each other 
with a membrane (either solid or liquid electrolyte). The added parts are usually to 
improve the functioning of the cell. According to Eq. (1) [5], the gas fuel (hydro-
gen) oxidized at the anode to produces electrons and cations during entering of 
the oxidant from the cathode. These released electrons depart the anode through 
an external circuit and create an electric current before reaching the cathode. The 
electrons current can be utilized in working any load [5].

  2  H  2   → 4  H   +  + 4  e   −   (1)

The positive hydrogen ions diffuse through the membrane and recombine with 
the exhausted electrons that reached at the cathode to reproduce H2 gas. Finally, the 
produced hydrogen atoms combine with the oxygen atoms to generate water as the 
only waste of the complete reaction. Eqs. (2) and (3) show the reduction of oxygen 
and the fuel cell reaction, respectively [6, 7].

   O  2   + 4  H   +  + 4  e   −  → 2  H  2   O  (2)

  2  H  2   +  O  2   → 2  H  2   O + heat  (3)

Fuel cell’ efficiency is greatly influenced by the quality of the electrolyte. It 
increases with increasing the membrane ability to block electrons generated from 
the oxidation of the anode from reaching the cathode. Therefore, the electrolyte 
must be chosen with caution as it acts as a filter that allows only positive ions to pass 

Figure 1. 
The components of fuel cell [11].
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through it in one direction only which is the direction of the cathode [8]. To reduce 
the reaction energy on the two electrodes, a catalyst is added [9, 10]. The structure 
of the fuel cell is displayed in Figure 1.

Theoretically, the anodic substance could be any material that gives up electrons 
such as hydrogen, methane, kerosene, or even carbon. But among all, hydrogen is 
preferred due to its availability, has a high energy density, and good reactivity with 
catalysts [12]. Also, the best chose of oxidant agent is oxygen gas because it is easily 
subjected to a reduction reaction and is much available in the air. Figure 2 illustrates 
the oxidization reaction schematically.

3. The main components of fuel cells

In addition to the two electrodes and their separator electrolyte, other additional 
parts are required for specific tasks such as gases flow and electrical insulation or 
connection. These parts are shown in Figure 3.

3.1 The end plates

The outer sides of the anode and the cathode are supported mechanically by 
plastic plates which are called the endplates. Their main jobs are to save the fuel cell 
component and to prevent the reacting gasses from leaking [15].

3.2 The bipolar plates

A fuel cell has two bipolar plates each one consists of a current collector 
and separator plate. They are manufactured from a metal or a carbon-filled 
composite (conductive polymer) [16]. Researchers suggested several designs of 

Figure 2. 
A scheme of oxidization processes at the electrodes [13].
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the bipolar plate to feed the gaseous fuel to the electrodes uniformly as shown in 
Figure 4. Their designs differ by the shape and the distributions of the gas flow 
channels.

When many cells are connected in one stack, the bipolar plates conduct current 
between the adjacent cells. Another function of the bipolar plate is to dissipate the 
generated heat during the chemical reactions [18, 19].

3.3 Gaskets

Gaskets are sheets of rubbery polymer used to prevent leaking of reactant gases 
and coolant. They are carefully selected to be able to withstand the propellant of 
gaseous fuels, resist operating temperature up to 100°C, not affected by ambient 

Figure 4. 
Various designs of bipolar plates [17].

Figure 3. 
The component of fuel cell [14].
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air humidity or moisture of reaction gases, non-corrosive by liquid acids, and also 
withstand mechanical pressures resulting from prolonged operation [20].

3.4 The gas diffusion layers

Two pieces of a conductive material and they are representing important parts 
of the fuel cell. They are manufactured in a porous form using carbon fibers weaved 
into carbon papers or clothes [21]. Their major works are to transfer the reactants 
between the bipolar plates and the catalyst layers, assist the dissipation of the 
produced water and heat from the catalysts and protect them from corrosion [22].

3.5 Membrane electrodes assemble (MEA)

A compact unit which is responsible for producing the output power of the 
fuel cells. Its thickness approaches a few hundred microns and consists of; the 
electrolyte, the two electrodes with their catalysts, with/without GDL [23]. These 
components are:

3.5.1 The electrodes

As in any electric cell, the fuel cell has two electrodes that are cathode and anode. 
At these parts of fuel cell the chemical reactions which produce electricity occur. 
Therefore, the catalyst is required for each electrode. When hydrogen atoms enter 
a fuel cell at the anode, the catalyst strips them of their electrons in the oxidation 
process. The oxygen reduction occurs at the cathode. The electrodes that have a large 
active surface area of electrode to catalyst are regarded as a good electrode. The overall 
performance of the electrode should be stabile during operation time, and this can be 
satisfied by choosing a suitable catalyst for the specific electrode material, distribution 
the catalyst over the electrode uniformly, remove the produced excess heat and water, 
and most importantly for the best connection with the external electrical circuit.

3.5.2 The electrolyte (membrane)

The electrolytes are thin plastic-like or solid polymer membranes. Their main 
function is to pass the hydrogen positive ions from the anode to the cathode while 
completely block the free electrons from moving in this direction [18]. If the free 
electrons could pass through the electrolyte, they would hold up the chemical 
reaction. The filtration process is based on the semi-permeability of the membrane. 
There are several mechanisms of ions permeability through the membrane including 
absorption and adsorption, distillation, extraction, physical filtration, and stripping.

The compositions of the electrolytes are perfluorosulfonic acids, which are 
Teflon-like fluorocarbon polymers that have side chains ending in sulfonic acid 
groups (–SO32–). Such acidic polymer electrolytes require water to conduct hydrogen 
ions. Therefore, the reaction gas (H2) in contact with the electrolyte must be satu-
rated with water. The commercial name of Teflon based polymer electrolyte is Nafion 
[20]. It has a high ionic conductivity at 80°C, good thermal and chemical stability 
[24–27], and high chemical resistance. Its chemical chain is shown in Figure 5 [28].

Fuel cells performances improve largely with increasing temperature to 90o 
C due to the decline in ohmic resistance of their electrolytes [29]. But at higher 
temperatures, the fuel cell will dry. Since Nafion ionic conductivity is strongly 
dependent on water content, the Nafion membranes will have an osmotic swelling 
problem and maybe potentially dissolve in methanol solution when increasing 
methanol concentration and temperature.
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3.5.3 The catalysts

The catalysts are special chemical materials used to increase the rate of reactions 
without being consumed. The main condition of the material to be used as a catalyst 
is to stay unchanged after reactions. Therefore, they could be recovered from the 
reaction mixture chemically. The existing of catalysts reduces the reaction energy 
barrier and thus speeds up the reaction at low temperatures [30]. Most types of 
fuel cells used platinum (Pt) and its group as a catalyst at the two electrodes. At the 
anode, the Pt catalyst helps in splitting the hydrogen molecules into free electrons 
and positive cations. While at the cathode, it enables oxygen reduction [31]. A per-
fect catalyst for a fuel cell is the one with high electric conductivity, stable during 
contact with the reactant gases and the electrolyte.

4. The new trend in enhancement fuel cell performance

All types of fuel cells are a good source of green energy, but none is yet suitable 
enough to replace traditional sources. That leads the designers to spend their efforts 
on improving efficiency, size, weight, and cost. Some new trends to enhance fuel 
cell performance are explained as the following:

A single fuel cell generates a little electrical current, so a group of cells is con-
nected in a geometrical form called a stack. The bipolar plates in any fuel cell stack 
cause most of the weight and participate in the cost. Hence, the dimensions and 
manufacturing cost of the stick can be significantly reduced if the bipolar plate is 
removed. Some designers used laser ablation to sculpture microchannels on the 
cell electrodes to increase the gas flow rate. They found that by this simple idea the 
bipolar plates could be excluded [32].

Oxidation and reduction process occurs on the surface of the catalyst, which 
necessitates an increase in the reaction space between the catalyst and the reac-
tion gases. But this contradicts the continuous tendencies to lower the cost of fuel 
cell since Platinum is very expensive. Although platinum is preferred as a catalyst 
in most fuel cell types because it is a stable and active substance, a less expensive 
alternative should be found. So it was replaced by palladium. One way to increase 
the active surface areas of the catalysts is to reduce particles size. For this, nanotech-
nology had been used in many research works to manufacture porous nanocatalyst 
to exclude bulk catalyst and gas diffusion layer [32].

5. Conclusions

According to the explanations given in the previous syllabuses of the chapter, the 
following conclusions can be reached.

1. Energy extraction by the burning of fossil fuels goes through three stages and 
in each stage is spent energy to complete the process. Therefore, the efficiency 

Figure 5. 
Nafion chemical chain [28].
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of internal combustion generators is low. Whereas in fuel cells, production is 
direct and not subject to Carnot limitations, which increases fuel cell efficiency.

2. Fuel cells use hydrogen gas, which is available in air and can be produced in 
secondary ways such as the electrolysis of water. Therefore, fuel cells are eco-
nomical and there are no difficulties in manufacturing them in countries which 
have not petroleum.

3. It does not cause harmful gas emissions and thus it is considered environmen-
tally friendly.

4. Using laser and nanotechnology, fuel cells can be manufactured in very small 
sizes that can be included in micro devices such as mobile phones and medical 
devices.
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Chapter 12

Fuel Cells: Alternative Energy
Sources for Stationary, Mobile
and Automotive Applications
Irina Petreanu, Mirela Dragan and Silviu Laurentiu Badea

Abstract

This paper presents a classification and also an overview of fuel cells, including
the working principles, the equations of the governing reactions, and the main
applications. A brief exposure of thermodynamics and electrochemical theory
describe the functioning of the fuel cells. Further, the proton exchange membrane
fuel cells assembly, starting with the schematic presentation of the main compo-
nents, the role of each component in fuel cell, the specific materials and their
requested properties, and the way of assembling the components into device will be
detailed. In conclusion, the challenges related to reliability and the cost and the
targets for future development of the proton exchange membrane fuel cells for
mobile and stationary applications will be presented.

Keywords: fuel cells, proton exchange membrane, catalyst layer, gas diffusion
layer, membrane electrode assembly, bipolar plate

1. Introduction

The stringent request for green energy sources and technology turned the
attention of the scientific world to the chemical energy conversion systems known
as fuel cells (FC). The possibility to convert chemical energy to electricity was
discovered in the first half of nineteenth century and the invention of the fuel cells
was attributed to Sir William Grove [1, 2].

Fuel cells are electrochemical devices able to convert chemical energy to elec-
tricity through controlled oxidation-reduction (REDOX) processes. They behave as
open systems which produce electricity as long as they are fed with fuel and
oxidant. Commonly fuels, hydrogen (H2) and methanol (CH3OH) are compounds
with small molecules and high density of chemical energy, considered energetic
vectors. Basically, a fuel cell consists in two electrodes, anode and cathode, sepa-
rated by an electrolyte. The cathode is always the positive electrode and the anode is
the negative one as the electrons flow from negative to positive electrode. During
operation the fuel is continuously fed to the anode while oxidant (oxygen or air) is
continuously fed to the cathode.

Fuel cell systems are used as power sources for mobile, automotive and
stationary applications including back-up power systems [3]. They can be single
energy conversion devices (the low temperature operating fuel cells) or can operate
in co-generation electrical/thermal energies (the high temperature fuel cells).
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The advantages of fuel cells are the high efficiency and the decrease or even
absence of harmful emission. Wang et al. [3] give a value up to 60% of efficiency in
electrical energy conversion and for systems in co-generation of electrical and
thermal energies the global efficiency reach 80%, both applications yielding less
than 10% pollution. Particularly, the electrochemical reactions from inside the
hydrogen fuel cells yield just water and heat.

Hydrogen can be produced in many ways: reforming of fossil fuels, hydrolysis of
hydride type compounds or water electrolysis. It can be stored in special tank,
under pressure, absorbed in hydride or metal organic framework, included into the
structure of organic liquid compounds, or compactly stored in cryogenic form. The
oxidant is gaseous oxygen extract from air or even purified air.

An economy based on fuel cell should be the economy of the future, free of
greenhouse emissions and independent of fossil fuel. There are still many challenges
related of materials and processes optimization for reaching the targets of operating
life 5000 hours for automotive and 40,000 hours for stationary application [4] in
terms of cost reduction.

2. Classification

According to the type of electrolyte and fuel which determine the electrodes
reactions there are several kinds of fuel cells which differs by the electrolyte and
others behaviors: Alkaline Fuel Cells (AFC), Proton Exchange Membrane Fuel Cells
(PEMFC), Alkaline Fuel Cell (AFC), Direct Methanol Fuel Cells (DMFC), Microbial
Fuel Cell, Phosphoric Acid Fuel Cells (PAFC), Solid Oxide Fuel Cells (SOFC),
Molten carbonate Fuel Cells (MCFC).

The Proton Exchange Membrane Fuel Cells (PEMFC) use protons (H+) as
available mobile ions and a hydrated proton exchange membrane with the role of
electrolyte. PEMFCs operate at temperatures between 30 and 100°C, with platinum
electro-catalyst and carbon based electrodes.

The half reactions at each electrode are:

• oxidation of hydrogen to anode:

H2 ! 2Hþ þ 2e� (1)

• reduction of oxygen to cathode:

1=2O2 þ 2e� ! O2� (2)

• The overall reaction is:

H2 þ 1=2O2 $ H2OþQ (3)

where Q is thermal effect—heat—produced in reaction.
In Alkaline Fuel Cells (AFC) the charge carriers are hydroxyl ions (HO�) and

the electrolyte is alkaline solution, usually 30–45 wt% KOH in water. Particularly,
electrolyte solution is immobilized in a solid matrix, typically asbestos. The operat-
ing temperature range varies between 65 and 220°C and with platinum or transition
metal catalysts to electrodes [5].

At the anode, hydrogen is oxidized in reaction with mobile hydroxyl ions,
releasing electrons and producing water:
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2H2 þ 4HO� ! 4H2Oþ 4e� (4)

Resulted electrons pass to cathode through an external electrical circuit and
generate electrical current. The reaction at the cathode consists of oxygen reduction
with the electrons coming from the anode, in the presence of water, forming HO,
which keep going the charge transport:

O2 þ 4e� þ 2H2O ! 4HO� (5)

The overall reaction is:

2H2 þ O2 ! 2H2O (6)

Even that the overall reaction is the same as that in the PEMFC the half reactions
to each electrode differ.

Direct Methanol Fuel Cells (DMFC) is a special kind of polymer electrolyte
fuel cell which is fed direct with methanol. Both Acid and Alkaline Fuel Cells could
be feed direct with methanol, but there differ considering the mobile ions and the
electrode reactions.

In an acid fuel cell a mixture of methanol and water is supplied at anode where
methanol oxidation takes place [5, 6]:

CH3OHþH2O ! 6Hþ þ 6e� þ CO2 (7)

The half electrochemical reaction at the cathode is oxygen reduction:

3=2O2 þ 6e� ! 3O2� (8)

In the Alkaline Fuel Cell, methanol oxidation occurs to anode in the presence of
hydroxyl ion:

CH3OHþ 6HO� ! CO2 þ 5H2Oþ 6e� (9)

To cathode, the oxygen reduction occurs in the presence of water and results
hydroxyl:

3=2O2 þ 3H2Oþ 6e� ! 6HO� (10)

For both fuel cells, the overall reaction is:

2CH3OHþ 3O2 ! 2CO2 þ 4H2O (11)

Microbial Fuel Cells (MFCs) are bio-electrochemical systems that can use
microorganisms to produce electricity from a wide variety of organic compounds
[7], being considered a promising source of sustainable energy, and thus they are
considered a fast growing [8, 9] area of fuel cells research. Since the abiotic fuel cells
are using platinum as catalyst (expensive), while MFCs are using microorganisms as
biocatalysts, MFCs may be potentially more advantageously than abiotic fuel cells
[10]. In a MFC, the transfer of electrons to anode surface occurs firstly via trans-
formation of organic substrates from anodic chamber usually to CO2 and generating
electrons, eventually discharged on surface of the anode, and also protons. The
excess of protons migrate to the cathode via a separator (i.e., Nafion) [11], while
oxidizing species like oxygen are accepting electrons at the cathode surface, thus
generating an electrical current through an external circuit. The electrochemical
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processes within a typical MFC can be described by the following generic chemical
equations:

Anode:

C6H12O6 þ 6H2O ! 6CO2 þ 24Hþ þ 24e� (12)

Cathode:

4Hþ þO2 þ 4e� ! 2H2O E ¼ 0:816Vð Þ (13)

Nevertheless, since the voltage generated by a MFC is relatively small (in most
cases between 0.5 and 0.8 V), multiple MFC systems can be stacked in series to
increase the overall voltage and power [12], or in parallel to increase the overall
current intensity. Nevertheless, this technical approach is challenging due to voltage
reversal [13, 14] and other problems (e.g., energy losses, fluctuation of power out-
puts, etc.) associated with the non-linear nature of biological systems [15] (i.e.,
variability in exponential growth of microorganisms, etc.). Therefore, further
research is needed in the field of MFCs in order to make them reliable tools in
generating sustainable energy.

Phosphoric Acid Fuel Cell (PAFC) is acid type fuel cell with ionic conduction
provided by protons (H+) transport. The electrolyte is concentrated (100%) phos-
phoric acid, immobilized, in the liquid phase, into a silicon carbide (SiC) matrix.
Phosphoric acid has poor ionic conductivity at low temperature under 100°C but
express the optimum conductivity between 150 and 220°C [5]. At this temperature,
platinum electro-catalyst is tolerant at CO poisoning. Both anode and cathode
catalysts are Pt/C and Pt alloys on carbon.

Reactions occurring at the electrodes are the same that occurs in PEMFC
(Eqs. (1)–(3)).

Major applications of PAFC are in stationary power plants and on-
sitecogeneration power plants [6].

InMolten Carbonate Fuel Cells (MCFC), the electrolyte is a binary mixture of
molten carbonate salts, such as lithium and potassium/sodium carbonate. These
salts, highly conductive in the molten state at 600–700°C are included into a
ceramic matrix of double oxide LiAlO3. The mobile ion is carbonate (CO3)

2�,
produced from carbon dioxide fed to cathode. The electrodes half reactions are:

Cathode reaction:

2CO2 þO2 þ 4e� $ 2CO3
2� (14)

Anode:

H2 þ CO3
2� $ CO2 þH2Oþ 4e� (15)

Overall reaction:

2H2 þ 2CO3
2� $ 2H2Oþ CO2 recycleð Þ (16)

At this high temperature the Ni (anode) and NiO (cathode) are suitable catalysts
to promote the electrochemical reactions, and the noble metal catalysts are not
required. The MCFCs can use common hydrocarbon fuels as sources able to provide
hydrogen and CO2 by internal reforming. Severe corrosive electrolytes and high
operating temperatures require special materials as nickel or high-grade stainless
steel for cell hardware [5, 6].
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Solid Oxide Fuel Cells (SOFC) is total solid devices operating in the high
temperature range of 600°C -1000°C. However, in the last few years it is a notice-
able effort to decrease the operating temperatures. A metal catalyst is not needed
because the reaction kinetics are improved using the high operating temperatures
which constitute an advantage of these fuel cells technology. Compared to other
types of fuel cell, SOFC are relatively resistant to small quantities of sulfur in the
fuel therefore can be used with coal gas.

The ion conduction is accomplished by the oxygen ions O2�, which pass through
an electrolyte composed from zirconia (ZrO3) doped with 8–10% mole ratio of
yttria (Y2O3).

The major components of an individual SOFC cell include the electrolyte, the
cathode, and the anode and the following reactions take place:Anode reaction:

H2 þO2� ! H2Oþ 2e� (17)

or

COþ O2� ! CO2 þ 2e� (18)

Cathode reaction:

1=2O2 þ 2e� ! O2� (19)

Overall reaction:

H2 þ 1=2O2 $ 2H2O (20)

The electrolyte, such as zirconium oxide stabilized with yttrium oxide, deter-
mines the operating temperature of the fuel cell and is used to prevent the two
electrodes to come into electronic contact by blocking the electrons. It also allows
the flow of charged ions from one electrode to the other to maintain the overall
charge balance.

The operating principle of such a cell is illustrated in Figure 1.
At anode, electrochemical oxidation of fuel gas such hydrogen H2 or carbon

monoxide CO takes place (Eqs. (17) and (18)).The anode scatters the hydrogen gas
over its whole surface and conducts the electrons that are freed from hydrogen
molecule, to be used as power in the external circuit.

The oxygen, usually carried by air, is reduced by reaction taking place the
cathode, described in equation from above (Eq. (19)). The cathode distributes the
oxygen fed to it onto its surface and conducts the electrons back from the external

Figure 1.
Working principle of a solid oxide fuel cell (SOFC).
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processes within a typical MFC can be described by the following generic chemical
equations:

Anode:

C6H12O6 þ 6H2O ! 6CO2 þ 24Hþ þ 24e� (12)

Cathode:

4Hþ þO2 þ 4e� ! 2H2O E ¼ 0:816Vð Þ (13)

Nevertheless, since the voltage generated by a MFC is relatively small (in most
cases between 0.5 and 0.8 V), multiple MFC systems can be stacked in series to
increase the overall voltage and power [12], or in parallel to increase the overall
current intensity. Nevertheless, this technical approach is challenging due to voltage
reversal [13, 14] and other problems (e.g., energy losses, fluctuation of power out-
puts, etc.) associated with the non-linear nature of biological systems [15] (i.e.,
variability in exponential growth of microorganisms, etc.). Therefore, further
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provided by protons (H+) transport. The electrolyte is concentrated (100%) phos-
phoric acid, immobilized, in the liquid phase, into a silicon carbide (SiC) matrix.
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express the optimum conductivity between 150 and 220°C [5]. At this temperature,
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Reactions occurring at the electrodes are the same that occurs in PEMFC
(Eqs. (1)–(3)).

Major applications of PAFC are in stationary power plants and on-
sitecogeneration power plants [6].

InMolten Carbonate Fuel Cells (MCFC), the electrolyte is a binary mixture of
molten carbonate salts, such as lithium and potassium/sodium carbonate. These
salts, highly conductive in the molten state at 600–700°C are included into a
ceramic matrix of double oxide LiAlO3. The mobile ion is carbonate (CO3)

2�,
produced from carbon dioxide fed to cathode. The electrodes half reactions are:

Cathode reaction:

2CO2 þO2 þ 4e� $ 2CO3
2� (14)

Anode:

H2 þ CO3
2� $ CO2 þH2Oþ 4e� (15)

Overall reaction:

2H2 þ 2CO3
2� $ 2H2Oþ CO2 recycleð Þ (16)

At this high temperature the Ni (anode) and NiO (cathode) are suitable catalysts
to promote the electrochemical reactions, and the noble metal catalysts are not
required. The MCFCs can use common hydrocarbon fuels as sources able to provide
hydrogen and CO2 by internal reforming. Severe corrosive electrolytes and high
operating temperatures require special materials as nickel or high-grade stainless
steel for cell hardware [5, 6].
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Solid Oxide Fuel Cells (SOFC) is total solid devices operating in the high
temperature range of 600°C -1000°C. However, in the last few years it is a notice-
able effort to decrease the operating temperatures. A metal catalyst is not needed
because the reaction kinetics are improved using the high operating temperatures
which constitute an advantage of these fuel cells technology. Compared to other
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yttria (Y2O3).
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The electrolyte, such as zirconium oxide stabilized with yttrium oxide, deter-
mines the operating temperature of the fuel cell and is used to prevent the two
electrodes to come into electronic contact by blocking the electrons. It also allows
the flow of charged ions from one electrode to the other to maintain the overall
charge balance.

The operating principle of such a cell is illustrated in Figure 1.
At anode, electrochemical oxidation of fuel gas such hydrogen H2 or carbon

monoxide CO takes place (Eqs. (17) and (18)).The anode scatters the hydrogen gas
over its whole surface and conducts the electrons that are freed from hydrogen
molecule, to be used as power in the external circuit.

The oxygen, usually carried by air, is reduced by reaction taking place the
cathode, described in equation from above (Eq. (19)). The cathode distributes the
oxygen fed to it onto its surface and conducts the electrons back from the external

Figure 1.
Working principle of a solid oxide fuel cell (SOFC).
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circuit where they can recombine with oxygen ions, passed across the electrolyte,
and hydrogen to form water. The overall reaction (Eq. (20)) generates water.

Anode materials are based on metal ceramic mixture, named cermet, typically
Ni-ZrO2, Co-ZrO2 and cathode materials is a p-type semiconductor usually LaMnO3

doped with strontium. Both electrodes have highly porous structure for rapid
transport of gaseous reactants or products.

The choice of these materials is a compromise between a number of factors
necessary to meet some requirements: chemical, phase and morphological stability,
chemical compatibility and with other components, dense electrolyte, etc.

For the electrolyte, in addition to the yttria stabilized zirconia mentioned above,
have been considered compositions such as gadolinium doped ceria and scandium
doped zirconia [16]. These compositions are more conductive than yttria stabilized
zirconia, permitting a further reduction of the operating temperature by 50–100°C.

Currently, most cathodes are based on doped lanthanum manganites such as
strontium doped lanthanum manganite or other materials with the perovskite
structure [17–21]. Most used for the anode material is a cermet of nickel and yttria
stabilized zirconia [22]. This material is sensitive to contaminants like sulfur and
requires desulfurization of the anode feed. Some other materials such as copper—
cerium oxide anodes are being developed.

Planar and tubular are the different geometries of solid oxide fuel cells [23–26].
The air and hydrogen flow though the unit of flat stacks via channels built in to the
anode and cathode in the planar design. The tubular design has the advantage of
much easier to seal air from the fuel. In this geometry the flow of air or fuel is
through the inside of the tube and the other gas is passed along the outside of the
tube. From the performance perspective the planar design is at this time better than
the performance of the tubular design.

SOFCs are extremely useful in wide ranging applications such as stationary fuel
cell applications and for transportation systems.

3. Fuel cells: thermodynamic and electrochemistry

Equation of overall reaction into Proton Exchange Membrane Fuel Cell
(PEMFC) is:

H2 þ 1=2O2 $ H2O (21)

According to first principle of thermodynamic, enthalpy of reaction (ΔG) is the
sum of Gibbs free energy (ΔG) and a term depending on entropy (ΔS) (Eq. (22)):

ΔH ¼ ΔGþ TΔS (22)

In terms of energies, the fraction able to generate useful work for a system
evolving at constant pressure and temperature is variation of Gibbs free energy. In
an operating fuel cell, the only work produced is electrical, described by (Eq. (23)):

ΔG ¼ �W ¼ �q � E, (23)

where
q is electrical charge, [q] = C (Coulomb)
E is electrical potential [E] = V (Volt)
For 1 mole of hydrogen, the charge transferred in reaction is the product

between the number of transferred electrons (n) and the molar charge of electrons
(F = 95,485 Coulombs/mol), so:
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ΔG ¼ �nFE (24)

where F, named Faraday’s constant represents the specific charge for 1 mole of
electrons, F = 96.485 C/mol;

The value of the maximum cell potential, obtained at constant, standard tem-
perature and pressure is:

E° ¼ �ΔG°=nF (25)

Gibbs free energy could be calculated from (Eq. (22)) taking into accounts the
tabulated values of standard enthalpies and entropies of formation (Table 1) [1, 2]:

ΔG ¼ ΔH� TΔS ¼
X

h°
f � T

X
S°f (26)

For water:

ΔH°
H2O ¼ hf H2Oð Þ � hf H2ð Þ � hf O2ð Þ ¼ �286:2 kJ=mol (27)

ΔS°H2O ¼ sf H2Oð Þ � sf H2ð Þ � 1=2sf O2ð Þ ¼ �0:163 kJ=mol � K (28)

Hence, the standard Gibbs free energy for liquid water formation is:

ΔG°
H2O lð Þ ¼ ΔH°

H2O � TΔS°H2O ¼ �237:42 kJð Þ=mol (29)

Taking into account the expression of cell potential (Eq. (25)) and the value of
ΔG°

H2O lð Þ calculated above (Eq. (29)) we obtain the theoretical value of potential of
PEMFC:

E°
H2O lð Þ ¼ �ΔG

nF
¼ 237:42kJ=mol

2� 96 485A�s=mol
¼ 1:23V (30)

This is the theoretical value of PEMFC potential if the product is liquid water. If
the water vapor results from electrochemical process, the value of theoretical
potential is changed corresponding to values of standard enthalpy and entropy:
EH2O gð Þ ¼ 1:18V [1].

The values of PEMFC potential are determined for reaction at equilibrium, in
standard conditions: 1 mole hydrogen consumption, constant temperature, 25°C
and pressure, 1 atmosphere (760 Torr). At equilibrium, the net current is equal to 0,
although the reaction proceeds in both directions simultaneously.

The influence of reactants concentration on the cell potential is revealed by
Nernst equation:

E ¼ E° � RT=2F ln
cH2O

cH2 � cO2ð Þ1=2 (31)

Reactants hf (kJ/mol) Sf (kJ/mol�K)
H2

O2

H2O(l)
H2O(g)

0
0

�286.02
�241.98

0.1306
0.2051
0.0699
0.1888

Table 1.
The values of standard enthalpy and entropy of formation for reactants and products into PEM fuel cell
reaction [2].
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circuit where they can recombine with oxygen ions, passed across the electrolyte,
and hydrogen to form water. The overall reaction (Eq. (20)) generates water.
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Ni-ZrO2, Co-ZrO2 and cathode materials is a p-type semiconductor usually LaMnO3
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The choice of these materials is a compromise between a number of factors
necessary to meet some requirements: chemical, phase and morphological stability,
chemical compatibility and with other components, dense electrolyte, etc.

For the electrolyte, in addition to the yttria stabilized zirconia mentioned above,
have been considered compositions such as gadolinium doped ceria and scandium
doped zirconia [16]. These compositions are more conductive than yttria stabilized
zirconia, permitting a further reduction of the operating temperature by 50–100°C.
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structure [17–21]. Most used for the anode material is a cermet of nickel and yttria
stabilized zirconia [22]. This material is sensitive to contaminants like sulfur and
requires desulfurization of the anode feed. Some other materials such as copper—
cerium oxide anodes are being developed.

Planar and tubular are the different geometries of solid oxide fuel cells [23–26].
The air and hydrogen flow though the unit of flat stacks via channels built in to the
anode and cathode in the planar design. The tubular design has the advantage of
much easier to seal air from the fuel. In this geometry the flow of air or fuel is
through the inside of the tube and the other gas is passed along the outside of the
tube. From the performance perspective the planar design is at this time better than
the performance of the tubular design.

SOFCs are extremely useful in wide ranging applications such as stationary fuel
cell applications and for transportation systems.

3. Fuel cells: thermodynamic and electrochemistry

Equation of overall reaction into Proton Exchange Membrane Fuel Cell
(PEMFC) is:

H2 þ 1=2O2 $ H2O (21)

According to first principle of thermodynamic, enthalpy of reaction (ΔG) is the
sum of Gibbs free energy (ΔG) and a term depending on entropy (ΔS) (Eq. (22)):

ΔH ¼ ΔGþ TΔS (22)

In terms of energies, the fraction able to generate useful work for a system
evolving at constant pressure and temperature is variation of Gibbs free energy. In
an operating fuel cell, the only work produced is electrical, described by (Eq. (23)):

ΔG ¼ �W ¼ �q � E, (23)

where
q is electrical charge, [q] = C (Coulomb)
E is electrical potential [E] = V (Volt)
For 1 mole of hydrogen, the charge transferred in reaction is the product

between the number of transferred electrons (n) and the molar charge of electrons
(F = 95,485 Coulombs/mol), so:

242

Thermodynamics and Energy Engineering

ΔG ¼ �nFE (24)

where F, named Faraday’s constant represents the specific charge for 1 mole of
electrons, F = 96.485 C/mol;

The value of the maximum cell potential, obtained at constant, standard tem-
perature and pressure is:

E° ¼ �ΔG°=nF (25)

Gibbs free energy could be calculated from (Eq. (22)) taking into accounts the
tabulated values of standard enthalpies and entropies of formation (Table 1) [1, 2]:

ΔG ¼ ΔH� TΔS ¼
X

h°
f � T

X
S°f (26)

For water:

ΔH°
H2O ¼ hf H2Oð Þ � hf H2ð Þ � hf O2ð Þ ¼ �286:2 kJ=mol (27)

ΔS°H2O ¼ sf H2Oð Þ � sf H2ð Þ � 1=2sf O2ð Þ ¼ �0:163 kJ=mol � K (28)

Hence, the standard Gibbs free energy for liquid water formation is:

ΔG°
H2O lð Þ ¼ ΔH°

H2O � TΔS°H2O ¼ �237:42 kJð Þ=mol (29)

Taking into account the expression of cell potential (Eq. (25)) and the value of
ΔG°

H2O lð Þ calculated above (Eq. (29)) we obtain the theoretical value of potential of
PEMFC:

E°
H2O lð Þ ¼ �ΔG

nF
¼ 237:42kJ=mol

2� 96 485A�s=mol
¼ 1:23V (30)

This is the theoretical value of PEMFC potential if the product is liquid water. If
the water vapor results from electrochemical process, the value of theoretical
potential is changed corresponding to values of standard enthalpy and entropy:
EH2O gð Þ ¼ 1:18V [1].

The values of PEMFC potential are determined for reaction at equilibrium, in
standard conditions: 1 mole hydrogen consumption, constant temperature, 25°C
and pressure, 1 atmosphere (760 Torr). At equilibrium, the net current is equal to 0,
although the reaction proceeds in both directions simultaneously.

The influence of reactants concentration on the cell potential is revealed by
Nernst equation:

E ¼ E° � RT=2F ln
cH2O

cH2 � cO2ð Þ1=2 (31)

Reactants hf (kJ/mol) Sf (kJ/mol�K)
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H2O(l)
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The values of standard enthalpy and entropy of formation for reactants and products into PEM fuel cell
reaction [2].
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where

• Eo is standard potential;

• R is the universal gas constant: R = 8.314 J/(K�mol);

• T is the absolute temperature (K);

• 2 is number of electrons transferred in reaction;

• F is Faraday’s constant;

• cH2, cO2, cH2O are concentrations of reactants and products of electrochemical
reaction.

In the fuel cell, chemical energy of fuel is converted in electricity through
electrochemical reactions. The intensity of electric current generated through an
electrochemical process is proportional with the charge transfer and reactants
consumption, according to Faraday’s law:

i ¼ nFj (32)

where

• nF is the charge transferred in reaction for 1 mole of reactant consumption
(C/mol), and

• j is the flow of reactant per unit area (mol/s�cm2).

Since electrochemical process within fuel cell is split in two electrode reactions,
oxidation on the anode and reduction on the cathode, each reaction generates an
electron transfer, from reactant to anode and from cathode to reactant. The net
current generated into operating fuel cell is a sum of these two currents, from
cathode (jc) and to anode (ja):

i ¼ nFjc � nFja (33)

The intensity of anode current is negative because the current sense is opposite
with the electrons flow.

The reactant flow is proportional to concentration of reactant species on the
electrode. For PEMFCs, this could be expressed by the further equations:

jc ¼ kox � cO2ð Þ1=2 and ja ¼ kred � cH2 (34)

The current in the operating PEMFC is:

i ¼ nFkox � cO2ð Þ1=2 � nFkred � cH2 (35)

At equilibrium, the net current is equal to 0, but the reaction proceeds in
both directions simultaneously with the same rate. Based on Arrhenius equation and
the Transition State Theory, the rate constant in the electrochemical process
depends on the potential of fuel cells, which rich the open circuit voltage for zero
current.
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kox ¼ Ae
�αoxFEeq

RT (36)

kred ¼ Ae
�αredFEeq

RT (37)

where αox and αred are the so called transfer coefficients.
The equilibrium flow of reactants gives so called the exchange current density (i0):

i0 ¼ nFko,ox c0o2
� �1=2

e
�αH2

FEeq
RT ¼ nFk0,redc0H2

e
�αO2

FEeq
RT (38)

The express of current density in the PEMFC could be written function of the
exchange current density and the potential of the cell:

i ¼ io e
�αH2

FðE�Eeq

RT

h i(
� e

αO2
FðE�Eeq
RT

h i)
(39)

This equation, known as Butler-Volmer equation gives a relation between
current density and the potential at the electrode of the PEMFC. Note that the
reversible or equilibrium potential at the fuel cell anode is 0 V by definition, and the
reversible potential at the fuel cell cathode is 1.229 V (at 25°C and atmospheric
pressure) and it should vary with temperature and pressure [2].

4. Materials and components of proton exchange membrane fuel cell

Proton Exchange Membrane Fuel Cells (PEMFC), developed initial in USA by
General Electric Company, was used in the U.S. Space Program at the beginning of
1960. The first electrolyte membrane was a polymer based on sulfonic acid
substituted polystyrene. Few years later, in 1967, a new proton exchange mem-
branes with better strength and chemical resistance came to improve the PEMFC
[27]. This membrane was Nafion, from DuPont—a perfluorosulfonic acid mem-
brane, based on polytetrafluoroethylene (PTFE) backbone, grafted with short
ethylene-propylene chains terminated with sulfonic acid groups [28]. Until now,
Nafion remains the standard proton exchange membrane.

Most of the PEMFCs work in the temperature range of 50–80°C generating
between 0.35–0.7 W/cm2 power densities in hydrogen-air systems at pressure levels
varying from ambient pressure to 2.5 bar [29].The power density can be multiplied
by coupling more cells in a stack. In this way it is possible to attain the volumetric
power density of 1 kW/l, target value for automotive applications.

In the study of the cost and expected future performance of PEMFCs for vehi-
cles, Whiston et al. [30] presents the best cost life times and performances for
current fuel cells stacks: costs between 40–500 $/kW with power densities ranged
from 0.5 to 4 kW/L and the lifetime varying between 1200 and 12,000 hours.

The architecture of Proton Exchange Membrane Fuel Cells (PEMFC) (Figure 2)
shows a flat multi-layered structure with a polymer electrolyte membrane core and
several specific layers ordered in pairs on both sides of the membrane. The two
parts of the PEMFC placed in the mirror on both sides of the polyelectrolyte
membrane have a generic name anode and cathode side. The anode side of the fuel
cell contains the negative electrode, where fuel (H2) is oxidized (hydrogen
oxidation reaction HOR), while the cathode side is the half cell with the positive
electrode, where the oxygen reduction reaction (ORR) occurs.
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where

• Eo is standard potential;

• R is the universal gas constant: R = 8.314 J/(K�mol);

• T is the absolute temperature (K);

• 2 is number of electrons transferred in reaction;

• F is Faraday’s constant;

• cH2, cO2, cH2O are concentrations of reactants and products of electrochemical
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In the fuel cell, chemical energy of fuel is converted in electricity through
electrochemical reactions. The intensity of electric current generated through an
electrochemical process is proportional with the charge transfer and reactants
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i ¼ nFj (32)

where
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• j is the flow of reactant per unit area (mol/s�cm2).

Since electrochemical process within fuel cell is split in two electrode reactions,
oxidation on the anode and reduction on the cathode, each reaction generates an
electron transfer, from reactant to anode and from cathode to reactant. The net
current generated into operating fuel cell is a sum of these two currents, from
cathode (jc) and to anode (ja):

i ¼ nFjc � nFja (33)

The intensity of anode current is negative because the current sense is opposite
with the electrons flow.

The reactant flow is proportional to concentration of reactant species on the
electrode. For PEMFCs, this could be expressed by the further equations:

jc ¼ kox � cO2ð Þ1=2 and ja ¼ kred � cH2 (34)

The current in the operating PEMFC is:

i ¼ nFkox � cO2ð Þ1=2 � nFkred � cH2 (35)

At equilibrium, the net current is equal to 0, but the reaction proceeds in
both directions simultaneously with the same rate. Based on Arrhenius equation and
the Transition State Theory, the rate constant in the electrochemical process
depends on the potential of fuel cells, which rich the open circuit voltage for zero
current.
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current density and the potential at the electrode of the PEMFC. Note that the
reversible or equilibrium potential at the fuel cell anode is 0 V by definition, and the
reversible potential at the fuel cell cathode is 1.229 V (at 25°C and atmospheric
pressure) and it should vary with temperature and pressure [2].
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Proton Exchange Membrane Fuel Cells (PEMFC), developed initial in USA by
General Electric Company, was used in the U.S. Space Program at the beginning of
1960. The first electrolyte membrane was a polymer based on sulfonic acid
substituted polystyrene. Few years later, in 1967, a new proton exchange mem-
branes with better strength and chemical resistance came to improve the PEMFC
[27]. This membrane was Nafion, from DuPont—a perfluorosulfonic acid mem-
brane, based on polytetrafluoroethylene (PTFE) backbone, grafted with short
ethylene-propylene chains terminated with sulfonic acid groups [28]. Until now,
Nafion remains the standard proton exchange membrane.

Most of the PEMFCs work in the temperature range of 50–80°C generating
between 0.35–0.7 W/cm2 power densities in hydrogen-air systems at pressure levels
varying from ambient pressure to 2.5 bar [29].The power density can be multiplied
by coupling more cells in a stack. In this way it is possible to attain the volumetric
power density of 1 kW/l, target value for automotive applications.

In the study of the cost and expected future performance of PEMFCs for vehi-
cles, Whiston et al. [30] presents the best cost life times and performances for
current fuel cells stacks: costs between 40–500 $/kW with power densities ranged
from 0.5 to 4 kW/L and the lifetime varying between 1200 and 12,000 hours.

The architecture of Proton Exchange Membrane Fuel Cells (PEMFC) (Figure 2)
shows a flat multi-layered structure with a polymer electrolyte membrane core and
several specific layers ordered in pairs on both sides of the membrane. The two
parts of the PEMFC placed in the mirror on both sides of the polyelectrolyte
membrane have a generic name anode and cathode side. The anode side of the fuel
cell contains the negative electrode, where fuel (H2) is oxidized (hydrogen
oxidation reaction HOR), while the cathode side is the half cell with the positive
electrode, where the oxygen reduction reaction (ORR) occurs.
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The role of each component of the PEMFC could be understood starting from
the functioning principle of the device and its overall reaction: chemical energy of
hydrogen molecule is converted into electricity through electrochemical processes.
Using oxygen as oxidant into the REDOX process the only reaction product are
water and heat.

Both reactants enter the PEMFC on their side: hydrogen (H2) by the anode inlet
and oxygen (O2) by the cathode. The gases flows through the channels engraved on
the Bipolar Plates (BP). From the flow channels, the reactants pass the Gas Diffu-
sion Layers (GDL) toward the reaction sites in Catalyst Layers (CL). To the anode,
hydrogen is oxidized yielding protons (H+) and electrons. The protons cross the
Proton Exchange Membrane (PEM) and the electrons pass through an external
circuit, yielding electrical current. On the cathode side catalyst layer, oxygen is
reduced to O2�ions by the electrons from external circuit. Oxygen ions react with
protons resulting water.

Hydrogen oxidation reaction ðHORÞ : H2 ! 2Hþ þ 2e� (40)

Oxygen reduction reaction ðORRÞ : 2Hþ þ 1=2O2 þ 2e� ! H2OþQ (41)

Bipolar Plate (BP) connects two adjacent cells in the stack. BP consists in a
graphite plate with flow channels engraved on both faces of the plate; one face
contains the flow field from cathode side of one cell and the other contains the
anode flow field of adjacent cell. Sometimes, the BP is composed by two flow plates
from different materials. Flow field provides a pattern for even distribution of
reactant gases by in plane direction of the device (Figure 3). At the same time it
collects and removes the reactants and products into the flow channels, which has
less than 1 mm depth and width separated between them by ribs of 1 mm width
[31]. Furthermore, the conductive behavior of graphite plates enable electronic
conduction and polarization, so that a face of BP has negative charge on the faces
toward cathode side of a cell and positive charge to the other face toward the anode
side of adjacent cell. This makes possible the serial connection of many cells result a
cells stack with additive power character. Also the BP gives the stack solidity.

Figure 2.
Schematic presentation of PEMFC.
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The Bipolar Plates requirements are [2, 4]:

• impermeable for gases, in order to minimize the gas leakage to 0%

[<2�10�6 cm3/ (cm2�s)];

• high electrical conductivity;

The resistance of the flow plate, including the flow channels should be less than
20 mΩcm2;

• good thermal conductivity (>20 W/mK);

• compressive strength (>2 MPa);

• minimal thickness;

• high chemical resistance.

The structure of BP integrates the two flow field, one of each face of the plate,
and also the cooling system. The geometry of distribution channels network con-
siderable contributes to the fuel cell performance. Moreover, the material properties
such as density and strength are important.

Bipolar plates operates in harsh chemical and electrochemical environment:
highly oxidizing environment at the cathode under oxygen/air flux and 1 V poten-
tial versus the normal hydrogen electrode, or strong acid solution at the anode, due
to the ions present in anode compartment H+, SO�

3, F
�. Therefore, the BP should

be resistant to oxidation, to acid and to hydrogen embrittlement.
Flow plates represent a major part in weight from total PEMFC and contribute to

80–90% to the weight and volume of entire stack, determining the power density of
a PEMFC stack [29].
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The role of each component of the PEMFC could be understood starting from
the functioning principle of the device and its overall reaction: chemical energy of
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Using oxygen as oxidant into the REDOX process the only reaction product are
water and heat.

Both reactants enter the PEMFC on their side: hydrogen (H2) by the anode inlet
and oxygen (O2) by the cathode. The gases flows through the channels engraved on
the Bipolar Plates (BP). From the flow channels, the reactants pass the Gas Diffu-
sion Layers (GDL) toward the reaction sites in Catalyst Layers (CL). To the anode,
hydrogen is oxidized yielding protons (H+) and electrons. The protons cross the
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Oxygen reduction reaction ðORRÞ : 2Hþ þ 1=2O2 þ 2e� ! H2OþQ (41)
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side of adjacent cell. This makes possible the serial connection of many cells result a
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Figure 2.
Schematic presentation of PEMFC.
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The Bipolar Plates requirements are [2, 4]:

• impermeable for gases, in order to minimize the gas leakage to 0%

[<2�10�6 cm3/ (cm2�s)];
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• minimal thickness;
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to the ions present in anode compartment H+, SO�
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Flow plates represent a major part in weight from total PEMFC and contribute to

80–90% to the weight and volume of entire stack, determining the power density of
a PEMFC stack [29].
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of water, both, who enters with humidified gases and that produced to cathode by
electrochemical reaction.

GDL is composed from carbon fibers orderly arranged in carbon cloth (Figure 4(a))
or randomly in carbon paper (Figure 4(b)) forming a macro-porous layer with pore
size between 10 and 30 μm and thickness between 200 and 400 μm [29]. The carbon
fibers are producedmainly by electro-spinning of polyacrylonitryle (PAN) solution.
The fibers network is treated with a hydrophobic agent in order to impede water
retention. Usually the hydrophobic agent is polytetrafluoroethylene (PTFE) used in
proportion of 5–30 wt% from total mass of GDL preserving a large void volume,
typically 75–85% [28, 32].

On the inner face of the cathode GDL is deposited a thin, micro-porous layer
(MPL), with porosity between 150 and 500 nm, allowing to enhance reactants
transport and water removal. MPL consist in a thin layer of carbon black powder
mixed with PTFE, with thickness around 30 μm [31], on GDL. MPL control water
diffusion to cathode allowing an appropriate amount of water to be held at the
interface MPL - catalyst layer to keep the membrane hydrated. MPL is applied also
on the GDL from anode side in order to maintain catalyst active layer dried. The
difference in permeability between the two layers (GDL and MPL) seems to be
responsible to this water management behavior.

Main functions of GDL are:

• transport of reactant gases with uniform distribution toward catalytic sites;

• transport of electrons to (cathode) and from (anode) catalytic sites;

• removing the heat of reaction;

• rigid support for membrane and catalyst layers;

• water management.

Gas transport through GDL could be obstructing by liquid water, therefore the
water removal is so important. A good transport rate and uniformity in gases
distribution depend on both in plane and through plane gas permeability of GDL. In
absence of flooding the oxygen transport is mostly diffusion driven and the perme-
ability of material is sufficient for transport of gaseous reactants. Because the GDL
is much thicker than MPL, the permeability of GDL is determinant in reactant gases
transport.

Figure 4.
Picture of the fragments from carbon cloth sample (a) and carbon paper (b).
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Transport of electrons and heat occurs through carbon fibers which form GDL.
In plane transport of electrons and heat are higher than through plane values. This
anisotropy in GDL together different thickness of GDL and MPL are important
factors for uniform in plan distribution of heat and potential.

Wet-proofing material increases the contact resistance. On the other hands, due
to difference in thickness between GDL and MPL, the latter has a minor effect on
the through-plane conductivity.

At the cathode GDL—gas flow channel interface, the interfacial resistance for
reactant transport will be significantly increased due to the presence of liquid water.
This happens mainly for oxygen transport through cathode GDL, where excess
water could be yielded in cathode reaction.

Catalyst layer (CL) is one of the most important components of PEMFC
assembly. While the bipolar plates and gas diffusion layers are responsible only for
optimal mass, charge and heat transfer, the two catalyst layers together with the
membrane, entitled Membrane Electrode Assembly (MEA) constitute the real heart
of device. Therefore, catalysts are the center of the entire electrochemical process,
playing an important role in accelerating electrochemical cell reactions: oxidation of
the hydrogen gas and reducing the oxygen gas to water. The catalyst layer is often
named electrode.

In order to achieve this function, the catalyst layer must provide three different
pathways: one for reactant gases to catalytic centers, another for ions (H+) transport
from active site to membrane (to anode) and from membrane to active site (to
cathode), and the third path is for electrons. The catalytic layers must have appropri-
ate porosity and hydrophobicity for gas transport and water management. Moreover,
ion and electron conductors together with the catalyst are mixed in composed material
which form catalyst layer. There are three phases and three boundaries in the CL:
between the gas phase reactant, the ion conductors and the electro catalytically active
sites with electron conduction capacity. The catalyst particles must be in contact
directly with the electron conductors therefore, the electro conductive carbon particles
are used as support for catalyst nanoparticles. Hydrophobic substances, generally
PTFE, serve as a catalyst binder and maintain the hydrophobicity in the catalyst layer,
moreover polymer electrolyte, usually Nafion give the way for ionic transport.

With typically thickness between 5 and 100 μm and a porosity of 40–70%, the
electrode consists of a metallic catalyst deposited on a carbon substrate, usually
Pt/C. The catalytic particles with particle size of 1–10 nm are bonded in a compact
layer by hydrophobic binder, usually PTFE, and an ionomer, usually, Nafion, pro-
vide pathway for proton transport. Also, the binder confers mechanical stability to
catalyst [33].

The carbon-based materials used as catalyst substrates because of their high
conductivity include carbon powder, graphite, and active carbon. In the last 10
years, new form of carbon based materials were synthesized and tested as carbon
substrate in catalyst layer: nanotubes and graphene. The carbon substrate must have
also larger porosity with average pores diameters in the range of mesoporous mate-
rials (2–50 nm).

From the initial design of PEMFCs in the 1960th, when the amounts of platinum
at the electrode were 35 and 28 mg/cm2, this value decreased up to day at
0.5–0.1 mg/cm2 [33]. For decreasing the amount of platinum, while maintain the
desired performance of the catalyst material, several properties of the catalyst layer
should be optimized including the level of adsorption of the reactants, the hydro-
phobicity level, and rate of transfer for ions and electrons. In addition, the catalyst
durability is an important design constraint.

Because oxygen reduction reaction (ORR) is slower than the hydrogen oxidation
reaction (HOR), the cathode catalyst layer requires high catalyst content in order to
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The fibers network is treated with a hydrophobic agent in order to impede water
retention. Usually the hydrophobic agent is polytetrafluoroethylene (PTFE) used in
proportion of 5–30 wt% from total mass of GDL preserving a large void volume,
typically 75–85% [28, 32].

On the inner face of the cathode GDL is deposited a thin, micro-porous layer
(MPL), with porosity between 150 and 500 nm, allowing to enhance reactants
transport and water removal. MPL consist in a thin layer of carbon black powder
mixed with PTFE, with thickness around 30 μm [31], on GDL. MPL control water
diffusion to cathode allowing an appropriate amount of water to be held at the
interface MPL - catalyst layer to keep the membrane hydrated. MPL is applied also
on the GDL from anode side in order to maintain catalyst active layer dried. The
difference in permeability between the two layers (GDL and MPL) seems to be
responsible to this water management behavior.

Main functions of GDL are:

• transport of reactant gases with uniform distribution toward catalytic sites;

• transport of electrons to (cathode) and from (anode) catalytic sites;

• removing the heat of reaction;

• rigid support for membrane and catalyst layers;

• water management.

Gas transport through GDL could be obstructing by liquid water, therefore the
water removal is so important. A good transport rate and uniformity in gases
distribution depend on both in plane and through plane gas permeability of GDL. In
absence of flooding the oxygen transport is mostly diffusion driven and the perme-
ability of material is sufficient for transport of gaseous reactants. Because the GDL
is much thicker than MPL, the permeability of GDL is determinant in reactant gases
transport.
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Picture of the fragments from carbon cloth sample (a) and carbon paper (b).
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Transport of electrons and heat occurs through carbon fibers which form GDL.
In plane transport of electrons and heat are higher than through plane values. This
anisotropy in GDL together different thickness of GDL and MPL are important
factors for uniform in plan distribution of heat and potential.

Wet-proofing material increases the contact resistance. On the other hands, due
to difference in thickness between GDL and MPL, the latter has a minor effect on
the through-plane conductivity.

At the cathode GDL—gas flow channel interface, the interfacial resistance for
reactant transport will be significantly increased due to the presence of liquid water.
This happens mainly for oxygen transport through cathode GDL, where excess
water could be yielded in cathode reaction.

Catalyst layer (CL) is one of the most important components of PEMFC
assembly. While the bipolar plates and gas diffusion layers are responsible only for
optimal mass, charge and heat transfer, the two catalyst layers together with the
membrane, entitled Membrane Electrode Assembly (MEA) constitute the real heart
of device. Therefore, catalysts are the center of the entire electrochemical process,
playing an important role in accelerating electrochemical cell reactions: oxidation of
the hydrogen gas and reducing the oxygen gas to water. The catalyst layer is often
named electrode.

In order to achieve this function, the catalyst layer must provide three different
pathways: one for reactant gases to catalytic centers, another for ions (H+) transport
from active site to membrane (to anode) and from membrane to active site (to
cathode), and the third path is for electrons. The catalytic layers must have appropri-
ate porosity and hydrophobicity for gas transport and water management. Moreover,
ion and electron conductors together with the catalyst are mixed in composed material
which form catalyst layer. There are three phases and three boundaries in the CL:
between the gas phase reactant, the ion conductors and the electro catalytically active
sites with electron conduction capacity. The catalyst particles must be in contact
directly with the electron conductors therefore, the electro conductive carbon particles
are used as support for catalyst nanoparticles. Hydrophobic substances, generally
PTFE, serve as a catalyst binder and maintain the hydrophobicity in the catalyst layer,
moreover polymer electrolyte, usually Nafion give the way for ionic transport.

With typically thickness between 5 and 100 μm and a porosity of 40–70%, the
electrode consists of a metallic catalyst deposited on a carbon substrate, usually
Pt/C. The catalytic particles with particle size of 1–10 nm are bonded in a compact
layer by hydrophobic binder, usually PTFE, and an ionomer, usually, Nafion, pro-
vide pathway for proton transport. Also, the binder confers mechanical stability to
catalyst [33].

The carbon-based materials used as catalyst substrates because of their high
conductivity include carbon powder, graphite, and active carbon. In the last 10
years, new form of carbon based materials were synthesized and tested as carbon
substrate in catalyst layer: nanotubes and graphene. The carbon substrate must have
also larger porosity with average pores diameters in the range of mesoporous mate-
rials (2–50 nm).

From the initial design of PEMFCs in the 1960th, when the amounts of platinum
at the electrode were 35 and 28 mg/cm2, this value decreased up to day at
0.5–0.1 mg/cm2 [33]. For decreasing the amount of platinum, while maintain the
desired performance of the catalyst material, several properties of the catalyst layer
should be optimized including the level of adsorption of the reactants, the hydro-
phobicity level, and rate of transfer for ions and electrons. In addition, the catalyst
durability is an important design constraint.

Because oxygen reduction reaction (ORR) is slower than the hydrogen oxidation
reaction (HOR), the cathode catalyst layer requires high catalyst content in order to
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maintain a tolerable response speed. The catalyst loading depends on thickness of
the catalyst layer.

CL can be prepared by several methods, including casting, painting and
brushing, injection molding, impregnation, spraying, thin layer deposition and
electro deposition.

The first step in producing the electrode is the preparation of the catalytic ink.
This must contains the main components of catalyst layer: metallic catalyst depos-
ited on carbonic support, usually Pt/C, dispersed in appropriate solvents mixture,
the hydrophobic binder (PTFE) and ionomer (Nafion), both in form of aqueous
suspension. The ratio between catalyst particles and binder has major importance in
optimization of electrode properties. B. Millington et al. prepare catalyst ink using
Nafion as binder in the weight ratio of 2:1 supported catalyst to Nafion [34].

The catalyst ink is then spread on thin layer either on the membrane or on the
gas diffusion layer. In the first case, the membrane with the two catalyst layers on
both faces forms Catalyst Coated Membrane (CCM), in the second case the GDL
with the catalyst layer is named Gas Diffusion Electrode (GDE). By putting together
the CCM and the GDL or the GDE with the membrane obtain the Membrane
Electrode Assembly (MEA).

However, platinum is an expensive metal catalyst and is easily poisoned.
Platinum alloys are used to reduce the content of Pt catalysts without significantly
decreasing the catalytic performance. Examples of Pt alloy catalysts that include
other metals are Pt-Ru, Pt-Co, Pt-Pd, Pt-Ru-Co, Pt-Co-Cr and combinations of Pt
with Fe, Co, Cu and Ni [33].

Proton Exchange Membrane or Polymer Electrolyte Membrane (PEM) is
somehow a symmetry center of PEMFC and one of the main components of the
PEMFC. PEM play the role of electrolytic bridge: it provide a conductive path for
the ionic species (H+, H3O

+, etc.) and prevent unwanted phenomena: mixing of
gaseous reactants and passing the electrons through membrane.

The membrane must fulfill several requirements in order to accomplish the oper-
ating functions and to maintain the integrity and stability in the PEMFC aggressive
operating environment, including (i) chemical and electrochemical stability under
acid and oxidizing environment; (ii) dimensional stability to water-uptake (in the
range from liquid water to water vapors) while preserving the mechanical strength
and durability; (iii) low gas permeability through membrane; (iv) high proton con-
ductivity in the operating conditions [2, 4]; and (v) low cost and easy to recycle.

But the most important requirement is the highest ion conductivity/low resis-
tance to ion transport. In general, the fuel cell performance is strongly dependent on
the proton conductivity through membrane, the value of proton conductivity for
Nafion membranes being around 0.1 S/cm [35]. The most important factor
governing the efficiency of the fuel cell is the concentration of proton donor moie-
ties, such as sulfonic or phosphonic groups. Other important factors that affect the
proton conductivity of almost all PEM (except the acid-base complexes—based on
polybenzimidazoles and inorganic acids) are the degree of hydration and the ionic
channels morphology [36].

Distribution of the ionic channels inside the amorphous polymer matrix results
from the polymer microphase separation into hydrophilic and hydrophobic
domains. It is very important to control the physical balance between the hydro-
philic and hydrophobic domains, because the first domain is responsible for proton,
water and/or methanol transport, while the second one confers stability and
mechanical strength against serious swelling. The rate of proton transport into PEM
is directly influenced by the water content of the membrane.

Several parameters can characterize the protons transport capacity of PEM
materials: Ion Exchange Capacity (IEC), Sulfonation Degree (SD) or Equivalent
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Weight (EW), and the hydration degree (λ). IEC represents the milliequivalents of
sulfonic acid groups per gram of dried polymer and the sulfonation degree (SD) is
the average number of sulfonic acid groups corresponding to a monomer unit. IEC
and SD were determined by titration method and by calculation, function of IEC,
respectively. Also, EW is defined as mass of dried polymers (g) per number of
sulfonic acid groups. The hydration degree of electrolyte polymer is often described
as the number of water molecules per fixed ionic group (HSO�

3) [37].
The value of proton conductivity of PEM is determined through potentiostatic

measurement of PEM resistivity, either ex situ only for polymer electrolyte film, or
in situ, in the MEA or in the PEMFC.

The state of the art proton exchange membrane still remains Nafion membrane
from DuPont. Nafion is a perfluorosulfonic polymer, based on polytetrafluor-
oethylene backbone grafted randomly with short chain. The grafted chain is com-
posed by 2–3 izopropylene oxide units followed by one ethylene oxide unit, capped
on sulfonyl acid group (Figure 5).

There are several type of commercial Nafion varying by equivalent weight and
thickness (Table 2).

Many other materials, polymer, polymer blends or polymer composites were
tested for proton exchange membrane. Polymers used as proton exchange mem-
brane can be classified in fluorinated and non-fluorinated backbone. Between non
fluorinated materials, most of them are high performance sulfonated polyarylene:
polystyrene (Figure 6(a)) and block polyethylene-block polystyrene, poly
(phenylene oxide) (Figure 6(b)), poly(ether ketone) (Figure 6(c)), poly(ether
sulfone) (Figure 6(d)), polyimide (Figure 6(e)) [39] and all. A lot of variation
from this generic structure for example: polyether-ether ketone ketone, polyarylene
substituted with different substituent was tested for improving the PEM properties.

For sulfonated polyarylene PEMs the transport of protons depends on the
hydration degree, in other world depend on the amount of liquid water in the
membrane. These PEMFCs work properly at temperature under 100°C.

However, working at high temperatures, above 120°C, improve catalytic activity
and thermal management in PEMFC. An attempt to improve water retention inside
the PEM uses the hybrid membranes, with inorganic fillers included inside the
polymeric matrix. Moreover, fillers with hydrophilic behavior: silicates, titanium
dioxide, zirconium dioxide, heteropolyacids (phosphotungstic, phosphomo-
libdenic) and carbon nanotube [39], also improve the ion conductivity, the thermal
and mechanical properties.

Composite organic–inorganic PEM can be prepared through different tech-
niques, involving direct mixing of inorganic fillers into polymer solution or melt,
followed by recasting of the composite film or in situ techniques. Homogeneous
distribution of the filler inside the polymer matrix is very important in order to
obtain an isotropic distribution of material properties. In this respect, choosing the
solvents and mixing procedure could enhance the degree of dispersion of the

Figure 5.
Structure of perfluorosulfonic ionomer Nafion.
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maintain a tolerable response speed. The catalyst loading depends on thickness of
the catalyst layer.

CL can be prepared by several methods, including casting, painting and
brushing, injection molding, impregnation, spraying, thin layer deposition and
electro deposition.

The first step in producing the electrode is the preparation of the catalytic ink.
This must contains the main components of catalyst layer: metallic catalyst depos-
ited on carbonic support, usually Pt/C, dispersed in appropriate solvents mixture,
the hydrophobic binder (PTFE) and ionomer (Nafion), both in form of aqueous
suspension. The ratio between catalyst particles and binder has major importance in
optimization of electrode properties. B. Millington et al. prepare catalyst ink using
Nafion as binder in the weight ratio of 2:1 supported catalyst to Nafion [34].

The catalyst ink is then spread on thin layer either on the membrane or on the
gas diffusion layer. In the first case, the membrane with the two catalyst layers on
both faces forms Catalyst Coated Membrane (CCM), in the second case the GDL
with the catalyst layer is named Gas Diffusion Electrode (GDE). By putting together
the CCM and the GDL or the GDE with the membrane obtain the Membrane
Electrode Assembly (MEA).

However, platinum is an expensive metal catalyst and is easily poisoned.
Platinum alloys are used to reduce the content of Pt catalysts without significantly
decreasing the catalytic performance. Examples of Pt alloy catalysts that include
other metals are Pt-Ru, Pt-Co, Pt-Pd, Pt-Ru-Co, Pt-Co-Cr and combinations of Pt
with Fe, Co, Cu and Ni [33].

Proton Exchange Membrane or Polymer Electrolyte Membrane (PEM) is
somehow a symmetry center of PEMFC and one of the main components of the
PEMFC. PEM play the role of electrolytic bridge: it provide a conductive path for
the ionic species (H+, H3O

+, etc.) and prevent unwanted phenomena: mixing of
gaseous reactants and passing the electrons through membrane.

The membrane must fulfill several requirements in order to accomplish the oper-
ating functions and to maintain the integrity and stability in the PEMFC aggressive
operating environment, including (i) chemical and electrochemical stability under
acid and oxidizing environment; (ii) dimensional stability to water-uptake (in the
range from liquid water to water vapors) while preserving the mechanical strength
and durability; (iii) low gas permeability through membrane; (iv) high proton con-
ductivity in the operating conditions [2, 4]; and (v) low cost and easy to recycle.

But the most important requirement is the highest ion conductivity/low resis-
tance to ion transport. In general, the fuel cell performance is strongly dependent on
the proton conductivity through membrane, the value of proton conductivity for
Nafion membranes being around 0.1 S/cm [35]. The most important factor
governing the efficiency of the fuel cell is the concentration of proton donor moie-
ties, such as sulfonic or phosphonic groups. Other important factors that affect the
proton conductivity of almost all PEM (except the acid-base complexes—based on
polybenzimidazoles and inorganic acids) are the degree of hydration and the ionic
channels morphology [36].

Distribution of the ionic channels inside the amorphous polymer matrix results
from the polymer microphase separation into hydrophilic and hydrophobic
domains. It is very important to control the physical balance between the hydro-
philic and hydrophobic domains, because the first domain is responsible for proton,
water and/or methanol transport, while the second one confers stability and
mechanical strength against serious swelling. The rate of proton transport into PEM
is directly influenced by the water content of the membrane.

Several parameters can characterize the protons transport capacity of PEM
materials: Ion Exchange Capacity (IEC), Sulfonation Degree (SD) or Equivalent
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Weight (EW), and the hydration degree (λ). IEC represents the milliequivalents of
sulfonic acid groups per gram of dried polymer and the sulfonation degree (SD) is
the average number of sulfonic acid groups corresponding to a monomer unit. IEC
and SD were determined by titration method and by calculation, function of IEC,
respectively. Also, EW is defined as mass of dried polymers (g) per number of
sulfonic acid groups. The hydration degree of electrolyte polymer is often described
as the number of water molecules per fixed ionic group (HSO�

3) [37].
The value of proton conductivity of PEM is determined through potentiostatic

measurement of PEM resistivity, either ex situ only for polymer electrolyte film, or
in situ, in the MEA or in the PEMFC.

The state of the art proton exchange membrane still remains Nafion membrane
from DuPont. Nafion is a perfluorosulfonic polymer, based on polytetrafluor-
oethylene backbone grafted randomly with short chain. The grafted chain is com-
posed by 2–3 izopropylene oxide units followed by one ethylene oxide unit, capped
on sulfonyl acid group (Figure 5).

There are several type of commercial Nafion varying by equivalent weight and
thickness (Table 2).

Many other materials, polymer, polymer blends or polymer composites were
tested for proton exchange membrane. Polymers used as proton exchange mem-
brane can be classified in fluorinated and non-fluorinated backbone. Between non
fluorinated materials, most of them are high performance sulfonated polyarylene:
polystyrene (Figure 6(a)) and block polyethylene-block polystyrene, poly
(phenylene oxide) (Figure 6(b)), poly(ether ketone) (Figure 6(c)), poly(ether
sulfone) (Figure 6(d)), polyimide (Figure 6(e)) [39] and all. A lot of variation
from this generic structure for example: polyether-ether ketone ketone, polyarylene
substituted with different substituent was tested for improving the PEM properties.

For sulfonated polyarylene PEMs the transport of protons depends on the
hydration degree, in other world depend on the amount of liquid water in the
membrane. These PEMFCs work properly at temperature under 100°C.

However, working at high temperatures, above 120°C, improve catalytic activity
and thermal management in PEMFC. An attempt to improve water retention inside
the PEM uses the hybrid membranes, with inorganic fillers included inside the
polymeric matrix. Moreover, fillers with hydrophilic behavior: silicates, titanium
dioxide, zirconium dioxide, heteropolyacids (phosphotungstic, phosphomo-
libdenic) and carbon nanotube [39], also improve the ion conductivity, the thermal
and mechanical properties.

Composite organic–inorganic PEM can be prepared through different tech-
niques, involving direct mixing of inorganic fillers into polymer solution or melt,
followed by recasting of the composite film or in situ techniques. Homogeneous
distribution of the filler inside the polymer matrix is very important in order to
obtain an isotropic distribution of material properties. In this respect, choosing the
solvents and mixing procedure could enhance the degree of dispersion of the
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nanoparticles in the polymer matrix. Better dispersion depends on chemical
compatibility between inorganic filler and polymer, too.

The in situ techniques for composite PEM preparation involve either the inclu-
sion of the nanofiller into the polymer matrix during polymerization from mixed
solution of filler—monomer, either the synthesis of the inorganic filler inside the
polymer matrix by modified sol-gel technique [36].

Another kind of proton exchange membrane for high temperature PEMFC are
acid-base membrane, which has a polybenzimidazole base structure (Figure 7)
doped with phosphoric acid or heteropolyacids. These membranes expressed proton
conductivity at temperature above 100°C even with low humidification or in the
dry state.

Commercial Nafion membrane Equivalent weight g/(-SO3H) Thickness (μm)

Nafion 112 1100 50.8

Nafion 117 1100 183

Nafion 211 1100 25.4

Nafion 212 1100 50.8

Table 2.
Characteristics of commercial Nafion membranes [27, 35, 38].

Figure 6.
Structure of several representative sulfonated polyarylene tested for PEM: (a) sulfonated polystyrene,
(b) sulfonated polyphenylene oxide (dimethyl substituted), (c) polyetherketone, (d) sulfonated polysulfone,
(e) sulfonated polyamide.
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Amphoteric heterocycles containing nitrogen atoms such as pyrazole, imidazole,
triazole, and tetrazole has both proton donors and acceptors behaviors acting as
proton carriers even in dry environment [40].

Design of PEM materials is a problem of major importance for tailoring and fit
the materials properties with functional requirements. The hydrolytic acid and
oxidant environment from PEMFC, variable operational temperature and moisten-
ing act as stressors that materials have to deal with.

5. Conclusions

Technologies that produce electrical energy from clean, renewable fuels, with
high efficiency and without harmful emissions could resolve the stringent problems
of current atmospheric pollutions. In this regard, fuel cells are devices able to
convert chemical energy into electricity through efficient electrochemical pro-
cesses, so much time they are fed with suitable reactants: fuel and oxidant.

PEMFCs are type of fuel cells suitable for mobile and automotive applications
due to low operating temperature, sustained operation at a high current density,
low weight, compactness, the potential for low cost and volume, long stack life, fast
start-up and suitability for discontinuous operation [41]. Compared to plug-in
battery electric vehicles, PEMFCs are more clean power sources for automotive.
Several cars producers develop Fuel Cells powered vehicles: Toyota Mirai, Honda
Clarity and Hyundai ix35 PEMFC [42].

Despite the apparent simplicity of the PEMFCs functional theory, there are some
obstacles in commercialization of PEMFCs related to production cost and durabil-
ity. High cost of platinum catalyst or the Nafion membranes, the instability given by
dissolution of platinum and corrosion of carbon support are just a few problems
which must be solved.

The cost and performance targets for PEMFC proposed are $30/kW and 3 kW/L
respectively [30]. Also, the ultimate durability target for vehicles is 8000 hours.
The durability was defined as the time until the stack’s rated power reduces to a
value that is 10% less than its beginning-of-life rated power under the drive-cycle
durability protocol [30].

The priorities for research and development (R&D) reflected by the funding
allocated for their development was in order: catalysts and electrodes, performance
and durability, membranes and electrolytes, and testing and technical assessment.

There are several challenges to wide-spread commercialization of the
technology, including a number of technical barriers to overcome: technical and
commercial. Technical challenges are considered increasing durability by reducing
degradation, optimize electrode design, improve impurity tolerance at the anode,
the water management.

Several aspects could be taking into account in order to reduce the cost of devices
for commercial applications: reducing material cost especially the use of platinum,
increasing power density, reducing system complexity, and improving durability.

Figure 7.
Chemical structure of polybenzimidazole repetitive unit equilibrated with phosphoric acid molecules.
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Commercial Nafion membrane Equivalent weight g/(-SO3H) Thickness (μm)
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Nafion 212 1100 50.8

Table 2.
Characteristics of commercial Nafion membranes [27, 35, 38].

Figure 6.
Structure of several representative sulfonated polyarylene tested for PEM: (a) sulfonated polystyrene,
(b) sulfonated polyphenylene oxide (dimethyl substituted), (c) polyetherketone, (d) sulfonated polysulfone,
(e) sulfonated polyamide.

252

Thermodynamics and Energy Engineering

Amphoteric heterocycles containing nitrogen atoms such as pyrazole, imidazole,
triazole, and tetrazole has both proton donors and acceptors behaviors acting as
proton carriers even in dry environment [40].

Design of PEM materials is a problem of major importance for tailoring and fit
the materials properties with functional requirements. The hydrolytic acid and
oxidant environment from PEMFC, variable operational temperature and moisten-
ing act as stressors that materials have to deal with.

5. Conclusions

Technologies that produce electrical energy from clean, renewable fuels, with
high efficiency and without harmful emissions could resolve the stringent problems
of current atmospheric pollutions. In this regard, fuel cells are devices able to
convert chemical energy into electricity through efficient electrochemical pro-
cesses, so much time they are fed with suitable reactants: fuel and oxidant.

PEMFCs are type of fuel cells suitable for mobile and automotive applications
due to low operating temperature, sustained operation at a high current density,
low weight, compactness, the potential for low cost and volume, long stack life, fast
start-up and suitability for discontinuous operation [41]. Compared to plug-in
battery electric vehicles, PEMFCs are more clean power sources for automotive.
Several cars producers develop Fuel Cells powered vehicles: Toyota Mirai, Honda
Clarity and Hyundai ix35 PEMFC [42].

Despite the apparent simplicity of the PEMFCs functional theory, there are some
obstacles in commercialization of PEMFCs related to production cost and durabil-
ity. High cost of platinum catalyst or the Nafion membranes, the instability given by
dissolution of platinum and corrosion of carbon support are just a few problems
which must be solved.

The cost and performance targets for PEMFC proposed are $30/kW and 3 kW/L
respectively [30]. Also, the ultimate durability target for vehicles is 8000 hours.
The durability was defined as the time until the stack’s rated power reduces to a
value that is 10% less than its beginning-of-life rated power under the drive-cycle
durability protocol [30].

The priorities for research and development (R&D) reflected by the funding
allocated for their development was in order: catalysts and electrodes, performance
and durability, membranes and electrolytes, and testing and technical assessment.

There are several challenges to wide-spread commercialization of the
technology, including a number of technical barriers to overcome: technical and
commercial. Technical challenges are considered increasing durability by reducing
degradation, optimize electrode design, improve impurity tolerance at the anode,
the water management.

Several aspects could be taking into account in order to reduce the cost of devices
for commercial applications: reducing material cost especially the use of platinum,
increasing power density, reducing system complexity, and improving durability.

Figure 7.
Chemical structure of polybenzimidazole repetitive unit equilibrated with phosphoric acid molecules.

253

Fuel Cells: Alternative Energy Sources for Stationary, Mobile and Automotive Applications
DOI: http://dx.doi.org/10.5772/intechopen.93032



Author details

Irina Petreanu*, Mirela Dragan and Silviu Laurentiu Badea
National Research and Development Institute for Cryogenic and Isotopic
Technologies - ICSI, Ramnicu Valcea, Romania

*Address all correspondence to: irina.petreanu@icsi.ro

© 2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

254

Thermodynamics and Energy Engineering

References

[1] Larminie J, Dicks A. Fuel Cell
Systems Explained. 2nd ed. Chichester:
Wiley&Sons; 2003. p. 433. DOI:
10.1002/9781118878330

[2] Barbir F. PEM Fuel Cells: Theory and
Practice. 2nd ed. San Diego, California:
Elsevier Academic Press; 2005. p. 456.
DOI: 10.1016/B978-0-12-078142-3.
X5000–9

[3] Wang Y, Chen K, Mishler J, Cho SC,
Adroher XC. A review of polymer
electrolyte membrane fuel cells:
Technology, applications, and needs on
fundamental research. Applied Energy.
2011;88:981-1007. DOI: 10.1016/j.
apenergy.2010.09.030

[4] Yu Y, Li H,WangH, Yuan X-Z,
Wang G, PanM. A review on
performance degradation of proton
exchangemembrane fuel cells during
startup and shutdownprocesses: Causes,
consequences, andmitigation strategies.
Journal of Power Sources. 2012;205:10-23.
DOI: 10.1016/j.jpowsour.2012.01.059

[5] Carrette L, Friedrich KA, Stimming U.
Fuel cells—Fundamentals and
applications, 1. Fuel Cells, No. 2001;1:
5-39. DOI: 10.1002/1615-6854(200105)1:
1<5::AID-FUCE5>3.0.CO;2-G

[6] U.S. Department of Energy. Fuel Cell
Handbook. 7th ed. West Virginia, USA:
EG&G Technical Services, Inc; 2004.
p. 427. Available from: https://netl.doe.
gov/sites/default/files/netl-file/
FCHandbook7.pdf

[7] Logan BE, Wallack MJ, Kim K-Y,
He W, Feng Y, Saikaly PE. Assessment
of microbial fuel cell configurations and
power densities. Environmental Science
& Technology Letters. 2015;2:206-214.
DOI: 10.1021/acs.estlett.5b00180

[8] Franks AE, Nevin KP. Microbial fuel
cells, a current review. Energies. 2010;3:
899-919. DOI: 10.3390/en3050899

[9] Santoro C, Arbizzani C, Erable B,
Ieropoulos I. Microbial fuel cells: From
fundamentals to applications. A review.
Journal of Power Sources. 2017;356:
225-244. DOI: 10.3390/en3050899

[10] Lovley DR. Bug juice: Harvesting
electricity with microorganisms. Nature
Reviews Microbiology. 2006;4:497-508.
DOI: 10.1038/nrmicro1442

[11] Logan BE, Hamelers B, Rozendal R,
Schröder U, Keller J, Freguia S, et al.
Microbial fuel cells: Methodology and
technology. Environmental Science &
Technology. 2006;40:5181-5192. DOI:
10.1021/es0605016

[12] Rahimnejad M, Ghoreyshi AA,
Najafpour GD, Younesi H, Shakeri M. A
novel microbial fuel cell stack for
continuous production of clean energy.
International Journal of Hydrogen
Energy. 2012;37:5992-6000. DOI:
10.1016/j.ijhydene.2011.12.154

[13] An J, Kim B, Chang IS, Lee H-S.
Shift of voltage reversal in stacked
microbial fuel cells. Journal of Power
Sources. 2015;278:534-539. DOI:
10.1016/j.jpowsour.2014.12.112

[14] Oh SE, Logan BE. Voltage reversal
during microbial fuel cell stack
operation. Journal of Power Sources.
2007;167:11-17. DOI: 10.1016/j.
jpowsour.2007.02.016

[15] Lobo FL, Wang X, Ren ZJ. Energy
harvesting influences electrochemical
performance of microbial fuel cells.
Journal of Power Sources. 2017;356:
356-364. DOI: 10.1016/j.jpowsour.2017.
03.067

[16] Han M, Tang X, Yin H, Peng S.
Fabrication, microstructure and
properties of a YSZ electrolyte for
SOFCs. Journal of Power Sources. 2007;
165(2):757-763. DOI: 10.1016/j.
jpowsour.2006.11.054

255

Fuel Cells: Alternative Energy Sources for Stationary, Mobile and Automotive Applications
DOI: http://dx.doi.org/10.5772/intechopen.93032



Author details

Irina Petreanu*, Mirela Dragan and Silviu Laurentiu Badea
National Research and Development Institute for Cryogenic and Isotopic
Technologies - ICSI, Ramnicu Valcea, Romania

*Address all correspondence to: irina.petreanu@icsi.ro

© 2020TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

254

Thermodynamics and Energy Engineering

References

[1] Larminie J, Dicks A. Fuel Cell
Systems Explained. 2nd ed. Chichester:
Wiley&Sons; 2003. p. 433. DOI:
10.1002/9781118878330

[2] Barbir F. PEM Fuel Cells: Theory and
Practice. 2nd ed. San Diego, California:
Elsevier Academic Press; 2005. p. 456.
DOI: 10.1016/B978-0-12-078142-3.
X5000–9

[3] Wang Y, Chen K, Mishler J, Cho SC,
Adroher XC. A review of polymer
electrolyte membrane fuel cells:
Technology, applications, and needs on
fundamental research. Applied Energy.
2011;88:981-1007. DOI: 10.1016/j.
apenergy.2010.09.030

[4] Yu Y, Li H,WangH, Yuan X-Z,
Wang G, PanM. A review on
performance degradation of proton
exchangemembrane fuel cells during
startup and shutdownprocesses: Causes,
consequences, andmitigation strategies.
Journal of Power Sources. 2012;205:10-23.
DOI: 10.1016/j.jpowsour.2012.01.059

[5] Carrette L, Friedrich KA, Stimming U.
Fuel cells—Fundamentals and
applications, 1. Fuel Cells, No. 2001;1:
5-39. DOI: 10.1002/1615-6854(200105)1:
1<5::AID-FUCE5>3.0.CO;2-G

[6] U.S. Department of Energy. Fuel Cell
Handbook. 7th ed. West Virginia, USA:
EG&G Technical Services, Inc; 2004.
p. 427. Available from: https://netl.doe.
gov/sites/default/files/netl-file/
FCHandbook7.pdf

[7] Logan BE, Wallack MJ, Kim K-Y,
He W, Feng Y, Saikaly PE. Assessment
of microbial fuel cell configurations and
power densities. Environmental Science
& Technology Letters. 2015;2:206-214.
DOI: 10.1021/acs.estlett.5b00180

[8] Franks AE, Nevin KP. Microbial fuel
cells, a current review. Energies. 2010;3:
899-919. DOI: 10.3390/en3050899

[9] Santoro C, Arbizzani C, Erable B,
Ieropoulos I. Microbial fuel cells: From
fundamentals to applications. A review.
Journal of Power Sources. 2017;356:
225-244. DOI: 10.3390/en3050899

[10] Lovley DR. Bug juice: Harvesting
electricity with microorganisms. Nature
Reviews Microbiology. 2006;4:497-508.
DOI: 10.1038/nrmicro1442

[11] Logan BE, Hamelers B, Rozendal R,
Schröder U, Keller J, Freguia S, et al.
Microbial fuel cells: Methodology and
technology. Environmental Science &
Technology. 2006;40:5181-5192. DOI:
10.1021/es0605016

[12] Rahimnejad M, Ghoreyshi AA,
Najafpour GD, Younesi H, Shakeri M. A
novel microbial fuel cell stack for
continuous production of clean energy.
International Journal of Hydrogen
Energy. 2012;37:5992-6000. DOI:
10.1016/j.ijhydene.2011.12.154

[13] An J, Kim B, Chang IS, Lee H-S.
Shift of voltage reversal in stacked
microbial fuel cells. Journal of Power
Sources. 2015;278:534-539. DOI:
10.1016/j.jpowsour.2014.12.112

[14] Oh SE, Logan BE. Voltage reversal
during microbial fuel cell stack
operation. Journal of Power Sources.
2007;167:11-17. DOI: 10.1016/j.
jpowsour.2007.02.016

[15] Lobo FL, Wang X, Ren ZJ. Energy
harvesting influences electrochemical
performance of microbial fuel cells.
Journal of Power Sources. 2017;356:
356-364. DOI: 10.1016/j.jpowsour.2017.
03.067

[16] Han M, Tang X, Yin H, Peng S.
Fabrication, microstructure and
properties of a YSZ electrolyte for
SOFCs. Journal of Power Sources. 2007;
165(2):757-763. DOI: 10.1016/j.
jpowsour.2006.11.054

255

Fuel Cells: Alternative Energy Sources for Stationary, Mobile and Automotive Applications
DOI: http://dx.doi.org/10.5772/intechopen.93032



[17] Harboe S, Sohn YJ, Guillon O,
Menzler NH. Investigation of LSM-
8YSZ cathode within an all ceramic
SOFC. Part I: Chemical interactions.
Journal of the European Ceramic
Society. 2020;40(10):3608-3617.
DOI: 10.1016/j.jeurceramsoc.
2020.02.004

[18] Dragan M, Enache S, Varlam M,
Petrov K. Perovskite-based materials for
energy applications [online first]. In:
Perovskite Materials, Devices and
Integration. Rijeka: IntechOpen
Limited; 2020. DOI: 10.5772/
intechopen.91271

[19] Enache S, Dragan M, Soare A,
Petrov K, Varlam M. Environmentally
friendly methods for high quality
lanthanum cobaltite perovskite catalyst
synthesis. Progress of Cryogenics and
Isotopes Separation. 2019;22(1):39

[20] Dragan M, Enache S, Varlam M,
Petrov K. Perovskite-type material
Lanthanum Cobaltite LaCoO3: aspects
of processing route toward practical
applications. In: Cobalt Compounds and
Applications. Rijeka: IntechOpen
Limited; 2019. DOI: 10.5772/
intechopen.86260

[21] Enache S, Dragan M, Varlam M,
Petrov K. Electronic percolation
threshold of self-standing Ag-LaCoO3
porous electrodes for practical
applications. Materials. 2019;12(15):
2359. DOI: 10.3390/ma12152359

[22] Buccher IMA, Singh A, Hill JM.
Anode- versus electrolyte-supported Ni-
YSZ/YSZ/Pt SOFCs: Effect of cell design
on OCV, performance and carbon
formation for the direct utilization of
dry methane. Journal of Power Sources.
2011;196(3):968-976. DOI: 10.1016/j.
jpowsour.2010.08.073

[23] Hussain J, Ali R, Akhtar MN,
Jaffery MH, Shakir I, Raza R. Modeling
and simulation of planar SOFC to study
the electrochemical properties. Current

Applied Physics. 2020;20(5):660-672.
DOI: 10.1016/j.cap.2020.02.018

[24] Nguyen XV, Chang CT, Jung GB,
Chan SH, Yeh CC, Yu JW, et al.
Improvement on the design and
fabrication of planar SOFCs with
anode–supported cells based on
modified button cells. Renewable
Energy. 2018;129(B):806-813. DOI:
10.1016/j.renene.2017.03.070

[25] Soydan AM, Yildiz Ö, Durğun A,
Akduman OY, Ata A. Production,
performance and cost analysis of anode-
supported NiO-YSZ micro-tubular
SOFCs. International Journal of
Hydrogen Energy. 2019;44(57):
30339-30347. DOI: 10.1016/j.
ijhydene.2019.09.156

[26] Kong W, Zhang W, Huang H,
Zhang Y, Wu JXY. Analysis of micro-
tubular SOFC stability under ambient
and operating temperatures. Journal of
Materials Science and Technology. 2018;
34(8):1436-1440. DOI: 10.1016/j.
jmst.2017.12.009

[27] Rao V, Kluy N, Wenbo J,
Stimming U. Proton-conducting
membranes for fuel cells. In: Handbook
of Membrane Separations Chemical,
Pharmaceutical, Food, and
Biotechnological Applications. 2nd ed.
Boca Raton: CRC Press; 2015.
pp. 567-614. DOI: 10.1201/b18319

[28] Maiyalagan T, Pasupathi S.
Components for PEM fuel cells: An
overview. Materials Science Forum.
2010;657:143-189. DOI: 10.4028/www.
scientific.net/msf.657.143

[29] Bruijn F., Makkus R, Mallant R.,
Janssen G. F. Materials for state-of-the-
ArtPEM fuel cells, and theirsuitability
for operation above 100°C. T.S. Zhao,
K.-D Kreuer, Trung Van Nguyen.
Advances in Fuel Cells. Vol. 1.
Amsterdam, The Netherlands: Elsevier;
2007. p. 235–336. 10.1016/S1752-301X
(13)60001-0

256

Thermodynamics and Energy Engineering

[30] Whiston M, Azevedo I, Litster S,
Whitefoot K, Samaras C, Whitacre J.
Expert assessments of the cost and
expected futureperformance of proton
exchange membrane fuel cells for
vehicles. PNAS. 2019;116(11):
4899-4904; first published February 25,
2019. DOI: 10.1073/pnas.1804221116

[31] Kulikovsky AA. Fuel cells basics. In:
Analytical Modelling of Fuel Cells. 1st
ed. Amsterdam: Elsevier; 2010. pp. 1-38.
DOI: 10.1016/C2009-0-30566-8

[32] Latorrata S, Stampino PG,
Cristiani C, Dotellivier G. Performance
evaluation and durability
Enhancementof FEP-based gas diffusion
media for PEMFuel cells. Energies. 2017;
10:2063. DOI: 10.3390/en10122063

[33] Majlan EH, Rohendi D,
Daud WRW, Husaini T, Haque MA.
Electrode for proton exchange
membrane fuel cells: A review.
Renewable and Sustainable Energy
Reviews. 2018;89:117-134. DOI:
10.1016/j.rser.2018.03.007

[34] Millington B, Whipple V, Pollet BG.
A novel method for preparing proton
exchange membrane fuel cell electrodes
by the ultrasonic-spray technique.
Journal of Power Sources. 2011;196:
8500-8508

[35] Product Bulletin P12. Available
from: https://www.fuelcellstore.
com/spec-sheets/chemours-nafion-
115-117-1110-spec-sheet.pdf

[36] Petreanu I, Marinoiu A, Sisu C,
Varlam M, Fierascu R, Stanescu P, et al.
Synthesis and testing of a composite
membrane based on sulfonated
polyphenylene oxide and silica
compounds as proton exchange
membrane for PEM fuel cells. Materials
Research Bulletin. 2017;96:136-142

[37] Petreanu I, Ebrasu D, Sisu C,
Varlam M. Thermal analysis of
sulfonated polymers tested as

polymerelectrolyte membrane for PEM
fuel cells. Journal of Thermal Analysis
and Calorimetry. 2012;110:335-339.
DOI: 10.1007/s10973-012-2442-z

[38] Jones D. Perfluorosulfonic Acid
Membranes for Fuel Cell and
Electrolyser Applications. Available
from: https://www.sigmaaldrich.
com/technical-documents/articles/
materials-science/perfluorosulfonic-
acid-membranes.html

[39] Mishra AK, Bose S, Kuila T,
Kim NH, Lee JH. Silicate-based
polymer-nanocomposite membranes for
polymer electrolyte membrane fuel cells.
Progress in Polymer Science. 2012;37:
842-869. DOI: 10.1016/j.progpolymsci.
2011.11.002

[40] Du M, Yang L, Luo X, Wang K,
Chang G. Novel phosphoric acid (PA)-
poly(ether ketone sulfone) with flexible
benzotriazole side chains for high-
temperature proton exchange
membranes. Polymer Journal. 2019;51:
69-75. DOI: 10.1038/s41428-018-0118-7

[41] Jourdani M, Mounir H, Marjani A.
Latest trends and challenges In proton
exchange membrane fuel cell (PEMFC).
The Open Fuels & Energy Science
Journal. 2017;10:96-105. DOI: 10.2174/
1876973X01710010096

[42] Liu W, Peng Z, Kim B, Gao B, Pei Y.
Development of a PEMFC dynamic
model and the application to the
analysis of fuel cell vehicle performance.
IOP Conference Series: Materials
Science and Engineering. 2019;628:
012006. DOI: 10.1088/1757-899X/628/1/
012006

257

Fuel Cells: Alternative Energy Sources for Stationary, Mobile and Automotive Applications
DOI: http://dx.doi.org/10.5772/intechopen.93032



[17] Harboe S, Sohn YJ, Guillon O,
Menzler NH. Investigation of LSM-
8YSZ cathode within an all ceramic
SOFC. Part I: Chemical interactions.
Journal of the European Ceramic
Society. 2020;40(10):3608-3617.
DOI: 10.1016/j.jeurceramsoc.
2020.02.004

[18] Dragan M, Enache S, Varlam M,
Petrov K. Perovskite-based materials for
energy applications [online first]. In:
Perovskite Materials, Devices and
Integration. Rijeka: IntechOpen
Limited; 2020. DOI: 10.5772/
intechopen.91271

[19] Enache S, Dragan M, Soare A,
Petrov K, Varlam M. Environmentally
friendly methods for high quality
lanthanum cobaltite perovskite catalyst
synthesis. Progress of Cryogenics and
Isotopes Separation. 2019;22(1):39

[20] Dragan M, Enache S, Varlam M,
Petrov K. Perovskite-type material
Lanthanum Cobaltite LaCoO3: aspects
of processing route toward practical
applications. In: Cobalt Compounds and
Applications. Rijeka: IntechOpen
Limited; 2019. DOI: 10.5772/
intechopen.86260

[21] Enache S, Dragan M, Varlam M,
Petrov K. Electronic percolation
threshold of self-standing Ag-LaCoO3
porous electrodes for practical
applications. Materials. 2019;12(15):
2359. DOI: 10.3390/ma12152359

[22] Buccher IMA, Singh A, Hill JM.
Anode- versus electrolyte-supported Ni-
YSZ/YSZ/Pt SOFCs: Effect of cell design
on OCV, performance and carbon
formation for the direct utilization of
dry methane. Journal of Power Sources.
2011;196(3):968-976. DOI: 10.1016/j.
jpowsour.2010.08.073

[23] Hussain J, Ali R, Akhtar MN,
Jaffery MH, Shakir I, Raza R. Modeling
and simulation of planar SOFC to study
the electrochemical properties. Current

Applied Physics. 2020;20(5):660-672.
DOI: 10.1016/j.cap.2020.02.018

[24] Nguyen XV, Chang CT, Jung GB,
Chan SH, Yeh CC, Yu JW, et al.
Improvement on the design and
fabrication of planar SOFCs with
anode–supported cells based on
modified button cells. Renewable
Energy. 2018;129(B):806-813. DOI:
10.1016/j.renene.2017.03.070

[25] Soydan AM, Yildiz Ö, Durğun A,
Akduman OY, Ata A. Production,
performance and cost analysis of anode-
supported NiO-YSZ micro-tubular
SOFCs. International Journal of
Hydrogen Energy. 2019;44(57):
30339-30347. DOI: 10.1016/j.
ijhydene.2019.09.156

[26] Kong W, Zhang W, Huang H,
Zhang Y, Wu JXY. Analysis of micro-
tubular SOFC stability under ambient
and operating temperatures. Journal of
Materials Science and Technology. 2018;
34(8):1436-1440. DOI: 10.1016/j.
jmst.2017.12.009

[27] Rao V, Kluy N, Wenbo J,
Stimming U. Proton-conducting
membranes for fuel cells. In: Handbook
of Membrane Separations Chemical,
Pharmaceutical, Food, and
Biotechnological Applications. 2nd ed.
Boca Raton: CRC Press; 2015.
pp. 567-614. DOI: 10.1201/b18319

[28] Maiyalagan T, Pasupathi S.
Components for PEM fuel cells: An
overview. Materials Science Forum.
2010;657:143-189. DOI: 10.4028/www.
scientific.net/msf.657.143

[29] Bruijn F., Makkus R, Mallant R.,
Janssen G. F. Materials for state-of-the-
ArtPEM fuel cells, and theirsuitability
for operation above 100°C. T.S. Zhao,
K.-D Kreuer, Trung Van Nguyen.
Advances in Fuel Cells. Vol. 1.
Amsterdam, The Netherlands: Elsevier;
2007. p. 235–336. 10.1016/S1752-301X
(13)60001-0

256

Thermodynamics and Energy Engineering

[30] Whiston M, Azevedo I, Litster S,
Whitefoot K, Samaras C, Whitacre J.
Expert assessments of the cost and
expected futureperformance of proton
exchange membrane fuel cells for
vehicles. PNAS. 2019;116(11):
4899-4904; first published February 25,
2019. DOI: 10.1073/pnas.1804221116

[31] Kulikovsky AA. Fuel cells basics. In:
Analytical Modelling of Fuel Cells. 1st
ed. Amsterdam: Elsevier; 2010. pp. 1-38.
DOI: 10.1016/C2009-0-30566-8

[32] Latorrata S, Stampino PG,
Cristiani C, Dotellivier G. Performance
evaluation and durability
Enhancementof FEP-based gas diffusion
media for PEMFuel cells. Energies. 2017;
10:2063. DOI: 10.3390/en10122063

[33] Majlan EH, Rohendi D,
Daud WRW, Husaini T, Haque MA.
Electrode for proton exchange
membrane fuel cells: A review.
Renewable and Sustainable Energy
Reviews. 2018;89:117-134. DOI:
10.1016/j.rser.2018.03.007

[34] Millington B, Whipple V, Pollet BG.
A novel method for preparing proton
exchange membrane fuel cell electrodes
by the ultrasonic-spray technique.
Journal of Power Sources. 2011;196:
8500-8508

[35] Product Bulletin P12. Available
from: https://www.fuelcellstore.
com/spec-sheets/chemours-nafion-
115-117-1110-spec-sheet.pdf

[36] Petreanu I, Marinoiu A, Sisu C,
Varlam M, Fierascu R, Stanescu P, et al.
Synthesis and testing of a composite
membrane based on sulfonated
polyphenylene oxide and silica
compounds as proton exchange
membrane for PEM fuel cells. Materials
Research Bulletin. 2017;96:136-142

[37] Petreanu I, Ebrasu D, Sisu C,
Varlam M. Thermal analysis of
sulfonated polymers tested as

polymerelectrolyte membrane for PEM
fuel cells. Journal of Thermal Analysis
and Calorimetry. 2012;110:335-339.
DOI: 10.1007/s10973-012-2442-z

[38] Jones D. Perfluorosulfonic Acid
Membranes for Fuel Cell and
Electrolyser Applications. Available
from: https://www.sigmaaldrich.
com/technical-documents/articles/
materials-science/perfluorosulfonic-
acid-membranes.html

[39] Mishra AK, Bose S, Kuila T,
Kim NH, Lee JH. Silicate-based
polymer-nanocomposite membranes for
polymer electrolyte membrane fuel cells.
Progress in Polymer Science. 2012;37:
842-869. DOI: 10.1016/j.progpolymsci.
2011.11.002

[40] Du M, Yang L, Luo X, Wang K,
Chang G. Novel phosphoric acid (PA)-
poly(ether ketone sulfone) with flexible
benzotriazole side chains for high-
temperature proton exchange
membranes. Polymer Journal. 2019;51:
69-75. DOI: 10.1038/s41428-018-0118-7

[41] Jourdani M, Mounir H, Marjani A.
Latest trends and challenges In proton
exchange membrane fuel cell (PEMFC).
The Open Fuels & Energy Science
Journal. 2017;10:96-105. DOI: 10.2174/
1876973X01710010096

[42] Liu W, Peng Z, Kim B, Gao B, Pei Y.
Development of a PEMFC dynamic
model and the application to the
analysis of fuel cell vehicle performance.
IOP Conference Series: Materials
Science and Engineering. 2019;628:
012006. DOI: 10.1088/1757-899X/628/1/
012006

257

Fuel Cells: Alternative Energy Sources for Stationary, Mobile and Automotive Applications
DOI: http://dx.doi.org/10.5772/intechopen.93032



Thermodynamics and  
Energy Engineering

Edited by Petrică Vizureanu

Edited by Petrică Vizureanu

This book is a primary survey of basic thermodynamic concepts that will allow one to 
predict states of a fuel cell system, including potential, temperature, pressure, volume 
and moles. The specific topics explored include enthalpy, entropy, specific heat, Gibbs 
free energy, net output voltage irreversible losses in fuel cells and fuel cell efficiency. 
It contains twelve chapters organized into two sections on “Theoretical Models” and 

“Applications.” The specific topics explored include enthalpy, entropy, specific heat, Gibbs 
free energy, net output voltage irreversible losses in fuel cells and fuel cell efficiency.

Published in London, UK 

©  2020 IntechOpen 
©  FotoMak / iStock

ISBN 978-1-83880-568-5

Th
erm

odynam
ics and Energy Engineering

ISBN 978-1-83880-570-8


	Thermodynamics and Energy Engineering
	Contents
	Preface
	Section 1
Theoretical Models
	Chapter1
Fuel Cell Thermodynamics
	Chapter2
Distributed and Lumped Parameter Models for Fuel Cells
	Chapter3
F-diagram Research Method for Double Circuit Solar System with Thermosyphon Circulation
	Chapter4
Einstein’s Equation in Nuclear and Solar Energy
	Chapter5
How to Build Simple Models of PEM Fuel Cells for Fast Computation

	Section 2
Applications
	Chapter6
Improving Heat-Engine Performance via High-Temperature Recharge
	Chapter7
Improving Heat-Engine Performance by Employing Multiple Heat Reservoirs
	Chapter8
Energy Storage in PCM Wall Used in Buildings’ Application: Opportunity and Perspective
	Chapter9
Water Desalination Using PCM to Store Solar Energy
	Chapter10
Lithium Recovery from Brines Including Seawater, Salt Lake Brine, Underground Water and Geothermal Water
	Chapter11
Fuel Cells as a Source of Green Energy
	Chapter12
Fuel Cells: Alternative Energy Sources for Stationary, Mobile and Automotive Applications


